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Abstract
Although breast cancer has very high incidence and death rate, the cause of breast cancer is still unknown and there does not exist effective way to prevent the occurrence of breast cancer. Because early detection is a key role in breast cancer diagnosis and treatment, many imaging modalities are continually being developed to screen and diagnose the breast cancer at early stage. Especially, ultrasound (US) is one of useful diagnostic tools to distinguish benign from malignant masses of the breast, however, the ultrasound image has some limitations, such as low resolution and low contrast, speckle noise, and blurry edges between various organs. Recent progress of computer-aided diagnosis (CAD) system demonstrated that the application of CAD system could increase the diagnostic confidence for a physician and provides one possible solution to improve the positive predictive value of breast biopsy. The purposes of the paper are to review (1) the advantages and disadvantages of the most widely used breast imaging modalities and (2) each of CAD steps including preprocessing, segmentation, feature extraction and selection, classification and, evaluation. The last objective is (3) to discuss false positive reduction, whole breast ultrasound, elastography, and multi-modality CAD to further improve the performance of CAD.
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1 Introduction
Breast cancer starts in the breast cells of both women and men [73]. It is the fifth most common cause of cancer death [8]. According to the National Cancer Institute, an estimated 207,090 new cases and 39,840 deaths from breast cancer (only women) are expected to occur in the United States, despite recent advances in treatment [76].

Although breast cancer has very high incidence and death rate, the cause of breast cancer is still unknown [4]. No effective way to prevent the occurrence of breast cancer exists. Therefore, early detection is the first crucial step towards treating breast cancer and plays a key role in breast cancer diagnosis and treatment [39]. For example, given such circumstances, the 5-year survival rate for patients with breast cancer decreases from approximately 96% for cancers treated at an early stage to 77% for mid-stage cancers to just 21% for late-stage cancers that have spread to distant organs [50].

For better survival odds and reduced use of treatments and therapies and, fewer side-effects, many imaging modalities are continually being developed to diagnose the breast cancer at early stage currently using modalities include mammography, breast ultrasound, magnetic resonance imaging (MRI) and so on [73]. Especially, ultrasound (US) is one of useful diagnostic tools to distinguish benign from malignant masses of the breast [70], however, breast US remains controversial for screening because interpretation of the US images is greatly influenced by the scanning techniques and the sonographic features of...
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the suspected abnormality. Thus the breast US exam is widely recognized to be one of the more difficult imaging procedures to perform and interpret [29]. There is a considerable overlap benignancy and malignancy in ultrasonic images and interpretation is subjective [11]. In addition, the screening will generate a large volume of US images and radiologists might tire while interpreting them.

The screening accuracy might be improved if a computer-aided diagnosis (CAD) system could assist radiologists by indicating the location of mass candidate regions [42] and diagnosing the detected lesions. For instance, to minimize the effect of the operator-dependent nature inherent in US, many computerized approaches have been proposed to assist differentiation between benign and malignant breast lesions [16], [9]. Recent progress of CAD system demonstrated that the application of CAD system could increase the diagnostic confidence for a physician and provides one possible solution to improve the positive predictive value of breast biopsy [11].

In the following sections of this article, we first describe the advantages and disadvantages of the most widely used breast imaging modalities in Section II. Then, in Section III, we reviewed each of CAD steps including preprocessing, segmentation, feature extraction and selection, classification and, evaluation. Finally, we discussed false positive reduction, whole breast ultrasound, elastography, and multi-modality CAD.

2 MODALITIES IN BREAST IMAGING

Because different situations call for different imaging tests, lots modalities are used for breast cancer screening and diagnosis. To focus on the CAD components, we briefly describe the effectiveness and limitation of well-known modalities in breast imaging such as mammogram, MRI, US. Then, BI-RADS method, which objectively describes the features of the masses in the images, is introduced and biopsy method is followed.

Mammography is the test of choice for screening women with no signs or symptoms of breast cancer. [51]. Thus, mammography is widely used in breast cancer screening. Its effectiveness in detecting breast cancer in women aged over 40 years has been established [26], [58]. However, mammogram has some limitations such that it is less effective for younger women or women with dense breast tissues [28] because small masses might be obscure in dense breast tissues [92]. Especially, younger women tend to have denser breasts and Asian women tend to have denser ones [42]. In addition, low-dose radiation from annual mammography screening may increase breast cancer risk [81]. As a result, approximately 65% of cases referred to surgical biopsy are actually benign lesions [49], [48].

Contrast-enhanced magnetic resonance imaging (MRI) can locate some small breast lesions sometimes missed by mammography [2]. It can also help detect breast cancer in women with breast implants and in younger women who tend to have dense breast tissue [51]. While MRI has a very high sensitivity for detecting lesions, its specificity is variable and often quite low because of the difficulty in distinguishing between benign and malignant lesions [21]. Therefore, it may lead to unnecessary breast biopsies. Also, it is expensive, less available, less comfortable for the patient, and cannot be used among those with pacemakers, or other internal metallic devices that are not compatible with the MRI [2].

A breast US is an imaging technique that sends high-frequency sound waves through breast tissues and converts them into images on a viewing screen. The US examination places a sound-emitting probe on the breast to conduct the test [39]. US is effective in distinguishing and characterizing breast masses set in a dense-breast-tissue environment, as in the case of young women [52]. Currently, breast US is primarily used for the diagnosis of breast cancer, as opposed to the screening of breast cancer. However, there is a growing need for US examination to be available for breast cancer screening in women with dense breast tissues [28]. One specific goal of diagnostic breast US is to minimize the number of biopsies that prove benign while maximizing identification of lesions that prove malignant on biopsy [74]. US is
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more sensitive for detecting invasive cancer in dense breasts. Most of all, there is no risk of cancer from radiation which is the most concerns in mammogram.

However, the US image itself has some limitations, such as low resolution and low contrast, speckle noise, and blurry edges between various organs, so it is more difficult for a radiologist to read and interpret an US image [39]. The obtained images are also poorly reproducible and screening examination takes a long time to scan an entire breast [42]. The main problems for the reader are fatigue and brief attention lapses. In some cases, viewing 5000 images at 10 frames per second requires 10 minutes. Maintaining concentration and focus for that long is exceedingly difficult [75].

The Breast Imaging Reporting and Data System (BI-RADS) is a quality assurance tool originally designed to evaluate breast abnormalities for use with mammography later adapted for the MRI and Ultrasound by The American College of Radiology [1]. The system was designed to standardize patient reporting assessment categories, with a numerical code between 0 and 6, allowing for concise and unambiguous sharing of patient records between clinicians [84]. Because the risk of malignancy within the BI-RADS 4 category is so large (3%-94%), version 1 of the BI-RADS US Lexicon allows for voluntary subdivision of the BI-RADS 4 category into 4a, 4b, and 4c categories and in practice, the most challenging determination is between subgroup BI-RADS 3 and the BI-RADS 4a subgroup [74]. BI-RADS assessments for US (Table 1) are based on an analysis of descriptors from several feature descriptors (Table 2), with the most suspicious feature dictating the US assessment and recommendation [67]. But it has proven difficult to teach the method, the quality of breast ultrasound is still regarded as highly operator dependent and many published reports show radiologists are uncomfortable with the number of benign and malignant masses that overlap in appearance [29].

<table>
<thead>
<tr>
<th>BI-RADS US Category</th>
<th>Assessment and Management</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Incomplete: additional imaging evaluation needed</td>
</tr>
<tr>
<td>1</td>
<td>Negative</td>
</tr>
<tr>
<td>2</td>
<td>Benign</td>
</tr>
<tr>
<td>3</td>
<td>Probably benign: short-interval follow-up recommended</td>
</tr>
<tr>
<td>4</td>
<td>Suspicious: biopsy</td>
</tr>
<tr>
<td>4a</td>
<td>Low suspicion</td>
</tr>
<tr>
<td>4b</td>
<td>Intermediate suspicion</td>
</tr>
<tr>
<td>4c</td>
<td>Moderate suspicion</td>
</tr>
<tr>
<td>5</td>
<td>Highly suggestive of malignancy: biopsy</td>
</tr>
<tr>
<td>6</td>
<td>Known malignancy: treatment ongoing</td>
</tr>
</tbody>
</table>

Table 1: BI-RADS US Assessment Categories [67].

Although there are many diagnostic modalities, biopsy is the best way to do the differential diagnosis. For the lawful and safe reasons, surgeons perform an even increasing number of breast biopsies [11]. However, it is invasive and expensive. In addition, probability of positive findings at biopsy for cancer is low, between 10% and 31% [66], [54], [36].

3 Ultrasound Breast CAD

It is not always easy for a human observer to provide objective evidence of the benignity or malignancy of the tumor [3]. Although performance can often be improved by having two sonologists review US images, this strategy is not easily available [75]. On the other hand, computer vision techniques may help detecting some of them and supplying numerical measurements of the presence and relevance of abnormal factors [72], [57], [14].
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<table>
<thead>
<tr>
<th>Descriptor</th>
<th>Features Favoring Benign</th>
<th>Features Favoring Malignant</th>
<th>Indeterminate Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shape</td>
<td>Oval</td>
<td>Irregular, round</td>
<td></td>
</tr>
<tr>
<td>Orientation</td>
<td>Parallel to skin</td>
<td>Not parallel to skin</td>
<td></td>
</tr>
<tr>
<td>Margin</td>
<td>Circumscribed</td>
<td>Microlobulated, indistinct, angular, spiculated</td>
<td></td>
</tr>
<tr>
<td>Lesion boundary</td>
<td>Abrupt interface</td>
<td>Echogenic halo</td>
<td></td>
</tr>
<tr>
<td>Echo pattern</td>
<td>Anechoic, hyperechoic</td>
<td>Complex</td>
<td>Isoechoic, hypoechoic</td>
</tr>
<tr>
<td>Posterior acoustic features</td>
<td>Shadowing, combined pattern</td>
<td>Enhancement, no posterior acoustic features</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: BI-RADS US Descriptors [67].

CAD has been developing fast in the last two decades. The main idea of CAD is to assist radiologists in interpreting medical images by using dedicated computer systems to provide second opinions. However, the final medical decision is made by the radiologists [28]. CAD is also defined as “the use of computer algorithms to aid the image interpretation process” [35]. CADe (Computer-aided detection) and CADx (computer-aided diagnosis) both have the same acronym, CAD. CADe is used for systems designed to aid the radiologist in the detection of visible findings that are suspicious for lesions. CADx refers to those systems that are designed to aid the doctors in the classification (or differential diagnosis) of detected lesions [5].

Studies on CAD systems and technology show that CAD can help to improve diagnostic accuracy of radiologists, lighten the burden of increasing workload, reduce cancer missed due to fatigue, overlooked or data overloaded and improve inter- and intra-reader variability [28]. Therefore, CAD is becoming an increasing important area for intelligent computer systems [37].

The role of CAD in US is to provide the second opinion for the interpretation of a sonographically detected breast tumor and to improve diagnostic confidence [50]. Interactive CAD could achieve high sensitivity and could more accurately determine if a lesion needed to be biopsied [80]. Therefore, varieties of CAD efforts have been attempted in the imaging evaluation of breast diseases [14].

CAD systems are mostly consist of several steps including preprocessing, segmentation, feature extraction and selection, classification, and evaluation. For each component, various computer algorithms have been developed and applied. In the next sub sections, the components of CAD system are described and the algorithms for each component are introduced.

3.1 Preprocessing

Because of an ultrasound’s attenuation characteristics, identical textures at different depths have a different brightness, and the images are further corrupted by speckle noise.

Therefore, the first step in analyzing breast ultrasound image is preprocessing that suppresses the speckle noise [39]. On the other hand, edge-enhanced method is needed not to lose the important information for object boundaries and detailed structures in ultrasonic images [12], [32]. Finally, CAD should locate all suspicious nodules, before segmenting and analyzing the nodules.

An approach using 2D homogeneity and directional average filters to remove speckle noise was proposed [39]. However, speckle noise reduction-dedicated approaches usually use a low-pass filter to
reduce the speckle noise at the cost of blurring the edges [19]. Hence, other algorithms were needed to enhance and preserve the edge information for further image processing and analysis [11].

The edge detection problem can be modeled as a line process because boundaries between tissue layers appear as all sorts of lines in the ultrasonic images. Stick, as a set of short line segments of variable orientation, was therefore proposed to locally approximate the boundaries and to reduce speckles as well as improve the edge information in the ultrasound images [20]. The anisotropic diffusion filter [63] was used to get rid of the major drawback of the conventional spatial filters and improve the image quality significantly while preserve the important boundary information and then the stick method was applied to further reduce noise and enhance the edge information [11]. Also a fuzzy logic-based algorithm was presented to enhance the fine details of ultrasound image features, while avoiding noise amplification and over enhancement [39].

Multi-fractal analysis, single thresholding and a rule-based approach was used for the identification of the lesion ROI [89]. Also, the Probabilistic Boosting Tree (PBT), which involves the recursive construction of a tree, was used to train Adaboost classifier for detecting of a target object [90]. While a normal image consists of mainly near-horizontal edges, an abnormal image includes not only near-horizontal edges but also near-vertical edges around the border of a mass. Therefore, these near-vertical edges were detected by Canny edge detector as a cue to identify mass candidates and a location with two pair edges was determined as a mass candidates [43].

3.2 Segmentation

In order to identify the regions which will be processed in the further studies the interesting area and the background should be distinguished. In [3], segmentation of the nodule from the surrounding tissues was performed by means of a truncated median filter, a balloon algorithm and a dilation process. However, the conventional edge-based [7] and region-based methods [62] were unable to work well in segmenting ultrasonic images due to the existence of noise and speckle.

The level set approach [59] is a kind of deformable model. Comparing with other classical deformable model, such as snake [46], the principle of the level set approach is an active contour energy minimization that solves the computation of geodesics or minimal distance curves. It is governed by the curvature-dependent speeds of moving curves or fronts. There have been many successful ultrasound segmentation results using the level set approaches [18], [85], [17]. Another state-of-the-art active contour method, gradient vector flow (GVF) snake model, was also used to refine the initially mass boundary drawn by thresholding [89].

Other approaches were proposed in the literatures for nodule segmentation in US images. For example, the segmentation problem was transformed into clustering analysis by applying an automatic mass segmentation algorithm based on characteristics of breast tissue and eliminating particle swarm optimization (EPSO) clustering analysis [39]. In [43], mass candidates were segmented from the parenchymal background using the watershed algorithm. Also, a discriminative graph cut approach was proposed [90].

3.3 Feature Extraction and Selection

The general idea of CAD for breast US is to convert the visually extractable sonographic features into mathematic models and to characterize the lesions with the mathematic features based on the classification schemes [14]. Thus, it is one of the most important steps for CAD system to extract features from segmented masses.

Benign tumors usually have smooth shape and malignant tumors tend to have irregular border [11]. In detail, spiculation, taller than wide shape, angular margins, markedly hypoechoic appearance, acoustic
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shadowing, calcifications, ramifications and microlobulations are considered as malignant findings which lead the physicians to carry out a biopsy. On the other hand, hyperechogenicity, ellipsoid shape, two or three gentle lobulations as well as a thin and echogenic capsule suggest the benignity of the nodule [3, 75].

Properly written CAD software should impose strict adherence to the BI-RADS Lexicon, decrease interobserver variability, and may even improve assignment of BI-RADS categories at least for less experienced breast sonologist [74]. Therefore, the BI-RADS sonographic characteristics including shape, orientation, margin, lesion boundary, echo pattern, and posterior acoustic feature classes are quantified into computerized features [71]. Morphological based US diagnosis of breast tumor take the advantage of nearly independent to either the setting of US system and different US machines [11]. Chen et al. proposed five new morphological features from segmented lesions including the number of substantial protuberances and depressions, lobulation index, elliptic-normalized circumference, elliptic-normalized skeleton, long axis to short axis ratio, and clinically useful indicators which are depth-to-width ratio and size of the lesion [14]. Other morphologic features were also extracted to account for such sonographic features including form factor, roundness, aspect ratio, convexity, solidity, and extent, respectively [11].

The regional features characterize the image properties evolved from the intensity distribution (e.g., echogenicity, echotexture) [14], whereas the morphologic features describe the shape and contour of the lesion [11, 38]. The graylevels of the image represent the echo produced at each point when the ultrasound reaches it. These are the echogenicity of the nodule, the presence of acoustic shadow under the nodule, the microcalcifications and the observation of a thin echogenic capsule around the nodule [3]. Thus, texture features are helpful to classify benign and malignant tumors on sonography. The potential of sonographic texture analysis to improve breast tumor diagnosis has already been demonstrated [30].

The drawback of the texture analysis to classify tumors is usually performed well only in one specific ultrasound system due to its system-dependency [11]. Distance-based texture features instead of using conventional co-variance were proposed while residing in its calculation cost, which depends only on the size of the image treated and not on the number of gray levels. Moreover, it enables the extraction of visually perceptible physical parameters from the image [50].

Unlike the human vision system that uses the high-level image scene understanding to detect and classify suspicious lesions, the CAD scheme uses the extracted low-level pixel-based image features and the training dataset to build a machine learning classifier to detect and classify lesions. Therefore, the objective of feature selection is three-fold: improving the performance of the classifiers, building faster and more cost-effective classifiers, and providing better understanding of the underlying process of the generated data and classification [40].

These selected features are referred to as the substantial features. The classifier is then trained with the substantial features to determine the mathematic model that describes the relation of these features [14]. Although exhaustive search is a simple method that guarantees defining the optimal feature combination for the specific training and testing datasets, it requires heavy computational cost of search and comparison by times for n features. Hence, this method is unable to be used for practical applications. Consequently, many studies have been conducted in CAD development to search for the optimal feature set [50]. The substantial features were selected for each training data set on the basis of the forward sequential search approach [41] with the logistic discrimination function [22]. Also, the genetic algorithm (GA) may be used to be an effective tool for this purpose.

3.4 Classification

Artificial neural network (ANN) is a popular machine learning tool used in CAD schemes applying to the different medical images because of its advantages in learning the function to optimally approximate the relationship between the input features and desired classes using the relatively noisy or partially
available training data \cite{61}. ANN is a general multilayer perceptron (MLP) neural network and the back propagation learning rule was used \cite{27}. To identify whether a breast nodule is benign or malignant on ultrasound images, an ANN classification system was used \cite{23}, \cite{15}, \cite{14}, \cite{44}. Once the essential features are selected by means of the discrimination function for a set of training data, the training data are used to train the ANN to divide the training data into benign and malignant categories \cite{14}. Also, Bayesian neural network-based (BNN) classifier was applied to breast nodule classification \cite{24}, \cite{38}.

Decision tree models are commonly used in data mining to examine the data and to induce the tree and its rules, which will be used to help make predictions. The decision tree contains the decision node, branches, and leaves. Each branch leads either to another decision node or to the bottom of the tree, called a leaf node. Decision trees used to predict categoric variables are called classification trees. The decision tree model was used as a technique for mining the information for the diagnosis of breast cancer \cite{50}.

Support vector machines (SVM) \cite{83}, \cite{13}, \cite{65} have been proposed as a very effective method for pattern recognition, machine learning and data mining. It is considered a good candidate because of its high generalization performance. Intuitively, given a set of points which belongs to either one of two classes, a SVM can find a hyperplane leaving the largest possible fraction of points of the same class on the same side, while maximizing the distance of either class from the hyperplane. According to \cite{83}, this hyperplane, called optimal separating hyperplane (OSH), can minimize the risk of misclassifying examples of the test set. For breast nodule classification nonlinear SVM with Gaussian radial basis kernel was applied \cite{11}.

### 3.5 Evaluation

One of the most generally used objective indexes to estimate the performance of diagnosis results is the accuracy \((TP + TN)/(TP + TN + FP + FN)\) along with the associated sensitivity \((TP/[TP + FN])\), specificity \((TN/[TN + FP])\), where \(TP, TN, FP\), and \(FN\) is the number of true-positive findings, true-negative, false-positive, and false-negative, respectively \cite{50}, \cite{14}, \cite{71}. For another performance comparison index, the Az (Area under ROC) values were used widely in evaluation of CAD systems because the best classification accuracy is not necessarily the preferred criterion for classification. Sometimes, one would rather have a higher sensitivity or specificity than have the best accuracy \cite{14}.

When the available sample size is limited in a pattern classification problem, one of the important questions is to determine what proportion of samples should be used for training the parameters of the classification system and what proportion should be used for testing. In general, the classification performance mainly depends on the training sample size, while the variance is mainly determined by the test sample size \cite{87}. Different resampling methods, such as leave-one-out \cite{24}, \cite{77}, \cite{38}, k-fold cross-validation and bootstrapping, have been proposed \cite{87}.

### 4 Discussions

Breast cancer is one of the leading causes of death for women in many countries \cite{64}. Current breast imaging modalities play a vital role in assisting clinicians in the primary screening of cancer, in the diagnosis and characterization of lesions, staging and restaging, treatment selection and treatment progress monitoring and in determining cancer recurrence \cite{73}. Especially, US is cheap and safe from the radiation risk while mammography is less effective for younger women or women with dense breast tissues \cite{28}, and MRI is expensive and not widely available. However, US is heavily dependent on operator’s experience. Also, reading an ultrasound image is tedious, hard work, which can lead to fatigue probably leading to an increased rate of misdiagnosis and missed diagnosis \cite{39}.
To be used in clinical practice, CAD should meet several demands such that it should save time, be seamlessly integrated into the workflow, not impose liability concerns, and especially improve radiologists’ performance [82]. However, current CAD schemes still generate high false-positive detection rates that preclude their use as stand-alone diagnostic tools [25], [74] and also reduce their effectiveness as a “second reader” to assist radiologists. To reduce false positive rate, symmetry analysis can be used. Normal left and right breasts on same subject are architectural symmetry. The symmetrical feature is employed by radiologists as a useful tool in interpreting mammograms. Even if there is such a region like a mass, the region is classified normal tissue if same position in the other breast image has similar feature region [43]. Thus, the bilateral features can be utilized to differentiate the similarity and dissimilarity between tissues at corresponding locations in the bilateral views, and can be useful for improving the performance of a unilateral CAD system by further reducing the false positives [88].

Another practical method to reduce false positive rates is the limitation of the number of the cued-lesions. Since the performance of CAD schemes (in particular the number of false-positives) largely depends on the case difficulty [56], limiting the maximum number of suspicious lesions allowed to be cued for one examination is a commonly accepted practice. (Commercial CAD schemes also do this.) Studies have shown that this method improves overall performance of CAD schemes by substantially reducing the false-positive rate with a relatively small decrease in sensitivity [91], [45], [60].

Conventional hand-held ultrasound is generally used in breast screening. However, it is operator dependent [42]. Therefore, the obtained images are poorly reproducible, screening examination takes a long time to scan an entire breast, and some areas of the breast may not be scanned [42]. In order to overcome these problems, several automated US scanners have been developed [42]. A key advantage of an automated US system is standardized, reproducible and bilateral whole-breast imaging. This advantage could reduce the probability of missed diagnosis [86]. In addition, the recent ACRIN (American College of Radiology Imaging Network) indicate that whole breast ultrasound used in addition to screening mammography increases the sensitivity for cancer over mammography alone in women who are at high risk of breast cancer and who has dense breast tissue on mammography [47]. Apart from that, in the volumetric US images lesions may be overlooked. Therefore, there is a need to develop techniques to assist radiologists with the reading of volumetric breast US images, to allow for more efficient reading while avoiding that lesions are overlooked [78].

Palpation of the body is the classical method used by physicians to detect the presence of abnormalities that might indicate pathological lesions, usually because the mechanical properties of diseased tissue are typically different from those of the normal tissue that surrounds them [37]. Ultrasound elastography is a newly developed technique of imaging the tissue elasticity and it has been used clinically to examine a variety of breast lesions in patients [31], [53]. The principle of elastography is that the tissue compression produces the strain displacement within smaller strain in harder tissue and the larger strain in softer tissue [10]. The classification of elasticity images is, however, dependent on the examiner and significant inter-observer variability has been found in reader studies [79], [6], [68]. Therefore, a quantitative method or computer-aided analysis of elasticity images is needed to evaluate lesion stiffness objectively and to aid in the task of classification of benign and malignant breast tumors [55].

Although some features encountered in breast imaging can be seen across modalities, others are particular to the imaging modality [33]. Thus, to make a biopsy recommendation for a breast mass, radiologists routinely examine a patient’s mammograms and the US images. These two modalities provide complementary information to the radiologists for more accurate diagnosis compared to that from a single modality [69]. In the same manner, computerized classification of cancer significantly was improved when lesion features from both mammography and ultrasound modalities were combined [23]. Therefore, it is a promising direction for future research to effectively integrate information from multiple modalities, which are becoming available for breast cancer detection [34] and diagnosis, such as US, MRI, and mammogram and so on. Combining computer analyses from multiple views or modalities...

requires additional computer intelligence to determine the correspondence of lesions across views and modalities and an efficient means of conveying multimodality information to the radiologist [33].
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