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Abstract

Multimodal technology has become an important area of research because it holds great potential for
overcoming certain problems of traditional speech recognition and face recognition methods. In spite
of a variety of multimodal applications, it is difficult to guarantee of performance of the applications
due to insufficient test in system level. To evaluate of performance in multimodal system level, we
construct a new multimodal database which is calibrated by reference color chart.

Keywords: multimodal DB, delta E

1 Introduction

Biometrics is the technology of establishing the identity of an individual based on one or more intrin-
sic physiological or behavioral characteristics, such as faces, fingerprints, irises, and voices. Face and
speech recognitions are a widely used biometric technology because it is more direct, user friendly, and
convenient to use than other biometric approaches. Recently, Face and speech recognition technologies
are now significantly advanced, has great potential in the application systems. However, currently the
scope of the application is still quite limited. Speech recognition technology is still not robust enough,
especially in noisy environments, and recognition accuracy is still not acceptable. Face recognition tech-
nology also has the problems that lighting changes, pose changes and time difference between the probe
image and the gallery image(s) further degrade the performance. So, audio-visual user recognition has
become an important area of research because it holds great potential for overcoming certain problems
of traditional speech recognition and face recognition methods.

The multimodal technology has created an enormous interest in a variety of applications such as
lip reading [6], audio-visual automatic speech recognition[10][5]. Performance of voice recognition
systems in a car environment is poor due to the number of environmental factors such as acoustic noise.
Visual information from a speakers lip movement is unaffected by acoustic noise. Rajitha Navarathna
[8] proposed the lip reading system using visual information in conjunction with the audio channel
has the potential to improve the performance of speech recognition in vehicles. Takami Yoshida [12]
proposed audio-visual speech recognition in noisy environment for natural interaction between human
and robot. He proposed a new VAD algorithm taking ASR characteristics into account, and a linear-
regression-based optimal weight estimation method. Recently, Georgios Galatas proposed audio-visual
speech recognition using facial depth information captured by the kinnect[4].
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(a) XM2VTS database (b) CUAVE database

Figure 1: Samples of existing multimodal database

Unfortunately, it is difficult to guarantee of performance of most multimodal applications due to
insufficient test in system level. The best test is direct evaluation from human subjects in real environ-
ment. However, in this case, it would be considered impossible to consistently obtain the same way
for a lengthy period of time a certain number of persons. That is, it’s difficult to guarantee objectivity
and reproducibility. Recently, with develpoment of capturing and display devices, test method in system
level using high-definition display device is proposed[2]. In this paper, we propose a new multimodal
database that is calibrated video data from reference color chart and introduce test method using a new
database.

2 Existing databases

There are several multimodal databases available for researchers to be able to directly evaluate their al-
gorithms such as XM2VTS database[7], CUAVE[9]. The XM2VTS database is a multimodal database
consisting of face images, video sequences and speech recordings taken of 295 subjects at one month
intervals. Each recording contains a speaking head shot and a rotating head shot. Sets of data taken
from this database are available including high quality colour images, 32 KHz 16-bit sound files, video
sequences and a 3d Model. Since the data acquisition was distributed over a long period of time, signif-
icant variability of appearance of clients, e.g. changes of hair style, facial hair, shape and presence or
absence of glasses, is present in the recordings. The XM2VTSdatabase contains 4 sessions. During each
session two head rotation and ”speaking” shots were taken. From the ”speaking” shot, where subjects
are looking just below the camera while reading a phonetically balanced sentence, a single image with a
closed mouth was chosen. Two shots at each session, with and without glasses, were acquired for people
regularly wearing glasses.

The CUAVE(Clemson University Audio-Visual Experiments) database includes two major sections,
one of 36 individual speakers and one of 20 speaker pairs. The selection of individuals was not tightly
controlled but chosen so that there is a roughly even representation of male and female speakers and
also so that different skin tones and accents are present. There are also other features such as glasses,
facial hair, and hats. A wide variety of skin and lip tones as well as face and lip shapes are present.
The first part including individuals has various recordings of digit strings. Speakers were either asked to
remain stationary in the frame of view or move around depending on the task. The frame includes the
shoulders and head, and during moving tasks, speakers move side-to-side, front-to-back, and tilt their
head. There is also an occasional turn of the head. The recording environment was controlled to produce
high-quality, color video and sound. Lighting was controlled, and a green background was used to allow
chroma-keying of different backgrounds. This serves two purposes. If desired, the green background
can be used as an aid in segmenting the face region, but more importantly, it can be used to add video
backgrounds from different scenes, such as a crowd or a moving car to allow for testing of robust feature
segmentation and tracking algorithms.

Over the years, a large number of methods have been proposed to analyze biometrics information
from images, videos, and recently from depth data. Most methods, however, have been evaluated on
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datasets that did not reflect performance in system level. To address these issues, we introduce a new
multimodal database that consists of the calibrated video data from reference color chart.

3 A new multimodal database

To help meet the need for the calibrated video data for audio-visual development, ETRI multimodal
database was produced. To obtain subject images under various lighting conditions, lightings, diffuser,
reflection were used. The locations of lightings are shown in Figure 2.

Figure 2: Capturing environment

We took ultra-high definition video clips using a Canon 5D Mark III digital single lens reflex camera
with reference color chart so that the face area took up at least two thirds of the whole area of the image.
The height of the camera was fixed, and we controlled the height of the chair depending on the subject’s
height. We captured 198 video clips from 22 subjects, which were captured under nine different lighting
directions. Figure 3 shows sample video clips.

Figure 3: Sample video clips

Before to start calibrating video clips, monitor’s white point should be set properly depending on the
operating system of computers. Our recorded multimodal database contains images of color reference
patterns under controlled lighting. We used DaVinci Resolve 11[1] from BlackMagicDesign to correct
color from video clips with standardized color charts, the Datacolor SpyderCheck[3] reference was used.
Figure 4 shows to generate an automatic color correction to use to create a neutral grade for the image,
to use as a starting point for the rest of grading. Calibrated color values are extracted from Adobe
Photoshop. Once a video clip is run and captured, we can sample a calibrated grey color with the color
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sampling tool. From here, we choose sampling color to 11 × 11 pixels allow for the each actual sized of
color chart target.

Figure 4: Example of spoofing with video

4 Color difference measurement

In this section, we focus on how to measure similarity between real faces and captured video clips. We
consider the color difference to solve this problem. Before measuring color difference, we briefly discuss
about the color space.

The International Commission on Illumination(CIE) standardized color order systems by specifying
the light source (or illuminants), the observer and the methodology used to derive values for describing
color. When a color is expressed in CIELAB color space, L? defines lightness, a? denotes the red/green
value and b? the yellow/blue value. L? represents the darkest black at L? = 0, and the brightest white
at L? = 100. The color channels, a? and b?, will represent true neutral gray values at a? = 0 and b? =
0. The red/green opponent colors are represented along the a? axis, with green at negative a? values and
red at positive a? values. The yellow/blue opponent colors are represented along the b? axis, with blue at
negative b? values and yellow at positive b? values.

Common definition of color difference or distance between two colors make use of the Euclidean
distance in a device independent color space( CIE calls their distance metric ∆E?ab). The CIEDE2000
formula was published by the CIE in 2001. The formula provides an improved procedure for the com-
putation of industrial color difference. The CIEDE2000 formula is considerably more sophisticated
and computationally involved than its predecessor color-difference equations for CIELAB ∆E? and the
CIE94 color-difference∆E94[11].

The color difference, or ∆E, between a sample color L2a2b2 and a reference color L1a1b1 is:
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Table 1 shows changes of ∆E?00 between color patch reference and sample video clip under front
lighting condition depending on calibration. Average ∆E?00 of video clip after calibration is lower than
that before color adjustment. As a result, we can get a multimodal database similar with real environment.

5 Conclusion

In this paper, we introduce a new multimodal database for performance evaluation in system level and
present video clips similar with real image by measuring ∆E?00. In the future work, we apply to perfor-
mance evaluation of in multimodal system level.
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Table 1: ∆E?00 between reference and video clips before or after calibtation

No. Name Color Patch Reference Uncalibrated video clip Calibrated video clip

L? a? b? L? a? b? ∆E?00 L? a? b? ∆E?00

1E Card White 96 2 3 93 0 2 2.90 99 -1 4 2.95

2E 20 (%) Gray 80 1 2 81 0 2 1.08 85 -2 4 4.26

3E 40(%) Gray 66 1 2 66 1 0 1.13 69 -3 2 4.33

4E 60(%) Gray 50 1 2 48 0 -1 2.17 47 -3 -1 4.35

5E 80(%) Gray 34 0 1 25 0 -1 6.68 32 -3 1 3.55

6E Card Black 17 1 -1 5 0 0 7.84 15 -1 1 2.40

1F Primary Cyan 47 -33 -29 54 -12 -33 9.19 49 -18 -32 4.68

2F Primary Magenta 50 53 -14 56 53 -5 5.72 49 53 -17 1.69

3F Primary Yellow 84 3 87 82 -5 65 5.66 85 3 77 2.33

4F Primary Red 41 61 31 44 60 37 3.11 36 60 42 5.22

5F Primary Green 54 -41 35 52 -39 23 3.92 56 -33 33 2.93

6F Primary Blue 25 14 -49 17 24 -48 6.46 15 20 -50 6.97

1G Primary Orange 61 38 61 64 31 61 3.33 59 40 67 2.20

2G Blueprint 38 7 -43 38 17 -45 2.56 38 7 -48 1.94

3G Pink 50 49 16 53 50 23 3.82 45 55 20 5.22

4G Violet 29 19 -24 25 25 -17 4.39 27 22 -24 1.74

5G Apple Green 72 -24 60 69 -26 46 4.78 74 -20 58 1.63

6G Sunflower 72 24 72 67 15 61 5.12 65 23 68 5.35

1H Aqua 70 -32 2 75 -23 -5 5.95 72 -24 -2 4.11

2H Lavender 54 9 -26 57 14 -24 3.40 58 6 -26 3.57

3H Evergreen 42 -16 23 38 -16 18 4.05 36 -13 23 5.35

4H Steel Blue 49 -5 -23 48 -1 -26 1.81 49 -7 -27 2.17

5H Classic Light Skin 65 18 19 63 16 16 2.42 62 16 17 2.93

6H Classic Dark Skin 36 14 16 27 17 17 7.39 34 19 19 3.46

Average 4.37 3.56
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