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Abstract

Mobile payment fraud is the unauthorized use of mobile transaction through identity theft or credit
card stealing to fraudulently obtain money. Mobile payment fraud is the fast growing issue through
the emergence of smartphone and online transition services. In the real world, highly accurate process
in mobile payment fraud detection is needed since financial fraud causes financial loss. Therefore,
our approach proposed the overall process of detecting mobile payment fraud based on machine
learning, supervised and unsupervised method to detect fraud and process large amounts of finan-
cial data. Moreover, our approach performed sampling process and feature selection process for fast
processing with large volumes of transaction data and to achieve high accuracy in mobile payment
detection. F-measure and ROC curve are used to validate our proposed model.

Keywords: Machine Learning, Mobile Payment Fraud, Financial Fraud Detection, Semi-Supervised
Method, Feature Selection

1 Introduction

Mobile payment system is the fast growing issue since the mobile channel can facilitate nearly any type
of payments. More than 87 percentage of merchants supports either mobile site, mobile application
for online shopping or both[15]. Supporting for mobile wallets also helps to increase the overall use of
mobile payment. As a result, mobile payments have reached $194.1 billion in 2017 and mobile proximity
payments also increased to $30.2 billion in 2017, compared to $18.7 billion in 2016[1].

Due to the rapid increase of mobile commerce and the expansion of the mobile payment market, the
fraud in mobile payment has arisen and becomes more common. Mobile payment fraud can be occurred
in several ways, but the most frequent case is an unauthorized use of mobile payment via credit card
number or certification number. The mobile payment does not require the presence of a physical payment
tool. Instead, mobile payment needs some important information such as card number, expiration date,
card verification code and pin number to make fraudulent payment in a mobile payment environment.

To address rapidly arising in mobile payment fraud problem, financial institutions employ various
fraud prevention tools like real-time credit authorization, address verification systems (AVS), card ver-
ification codes, rule-based detection etc[21]. However, existing detection systems depend on defined
criteria or learned records which makes it difficult to detect new attack patterns. Our proposed research
is based on unsupervised learning methods to capture new mobile payment fraud and are also based on
supervised learning for accurate classification of mobile payment fraud. Also, our research proposed
the overall process of detecting mobile payment fraud by applying machine learning process to detect
unknown and underlying fraud threats.
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2 Related Work

As a traditional method of financial fraud detection, the Dempster–Shafer adder (DSA) based on Demp-
ster–Shafer theory and use of Bayesian learning research has been proposed. A transaction conversed
into the suspicion score, which can be referred as the probability of fraudulent, based on the index in
the transaction history database. BLAST and SSAHA algorithm are sequence alignment algorithms
and used as the alignment of sequences for an efficient technique to examine the spending behavior of
customers[19]. To calculate and predict the probability from the user’s existing financial information and
to build a multilayer model of program behavior, Hidden Markov Model (HMM) has been proposed[30].

Machine learning based research has also been proposed, as a web service-based collaborative scheme
for credit card fraud detection[23]. The detection of fraud based on the genetic algorithm calculation
and customer‘s behavior [26], and an efficient financial fraud detection system which is adaptive to
the behavior changes by combining classification and clustering techniques, scalable algorithm named
BOAT, has also been proposed[29]. Decision trees and Support Vector Machine (SVM)[27], combined
method of Decision tree, Neural Networks, Logistic regression[28], Self-Organizing Map (SOM) com-
bined with Gaussian function[34], and Fuzzy logic combined with Self-organizing map have been in-
troduced for financial fraud detection method[6]. A combined method of SVM, Random forests, Logis-
tic regression[20], Self-Organizing Map Neural Network (SOMNN), Genetic Algorithm with behavior
based technique and Hidden Markov Model (HMM) has been attempted[8].

The previous research papers are mainly related to specialized approach such as algorithms, which
needs further step for implementation. Moreover, in applying the methods of machine learning, previous
research only used one of the learning methods between supervised and unsupervised learning. However,
our research has performed and described about the overall process of mobile payment fraud detection in
practical perspective based on supervised and unsupervised learning method. Furthermore, our research
expects to applicate for practical use since our experiment has validation score for each process and is
based on real mobile payment data.

Summarized contribution of our proposed research are: 1) Performing and validating of the overall
process for mobile payment fraud detection. 2) Based on either supervised and unsupervised learning
method. 3) Proposing of practical method by applying sampling process and feature selection process
for rapid detection in real world and verify our proposed model with real mobile transaction dataset.

3 Model and Methodology

The proposed model consists of data pre-processing, sampling, feature selection, application of classifi-
cation and clustering algorithm based on machine learning. In this paper, verification step is performed
for each step to verify the effectiveness of proposed mobile payment fraud detection model.

In pre-processing process, data correlation analysis and data cleaning process which cleans the noise
data are performed. Also data transformation, integration and reduction are included in this process.
Following process is the sampling process which evaluates dataset with various ratios for verification
through random over-sampling and under-sampling method. Feature extraction and selection process
have performed by the filter based method of feature selection algorithms. After the feature selection
process, clustering process with the proposed algorithm performs and this result will be used as a training
and validation set of classification process. By applying supervised algorithms to the previous result,
which was derived in the clustering process previously, higher prediction could be achieved. The model
validation process is performed with precision and recall rate through F1 measure. Figure 1 represents
an overall flow of the processes described above in this paragraph.
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Figure 1: Overall framework of mobile payment fraud detection process

3.1 Data Description

Our research was conducted based on the actual mobile payment data occurred in Korea, 2016. With the
agreement of a major financial institution, mobile payments provider collected mobile payment data for
6 months from June to November. A total of 260,000 pieces of data were extracted from the September
data, which were used as learning data. The data received were labeled as normal, abnormal, or can-
celed. A normal transaction is a transaction that succeeds and is identified as a normal approval and
the settlement is completed. The abnormal transaction is a transaction that has not been identified as a
normal approval until six times after the settlement. The range of transaction prices, the place of set-
tlement, the change in the transaction type and others are analyzed for classification. Among data. 21
characteristics are extracted as features.(transaction serial number, cash classification, transaction type,
certification date, authentication time, transaction status, communication company, phone number, trans-
action amount, corporation ID, shop ID, service ID, Email usage, email hash, revenue breakdown, ip in-
formation, authenticated client version etc). For the protection of personal information, key information
has been anonymized and data which can identify an individual has been converted.

3.2 Pre-processing

Table 1: Characteristic of the mobile payment dataset
Number of Normal Transactions Number of Abnormal Transactions Number of Attributes

274670 2402 21

3.3 Sampling

A real transaction dataset of mobile payment contains a data imbalanced problem. Imbalanced problem
in the data could mislead mobile payment fraud detection process to misclassifying problem. Previous
research has proposed a random minority over-sampling method and cluster based under-sampling ap-
proach for selecting the representative data as training data to improve the classification accuracy for
minority class[32].
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To solve this problem, our research generate various datasets using SMOTE and RUS for more ac-
curate experiment. SMOTE is an over-sampling technique that uses a method of generating arbitrary
examples, rather than simply oversamples through duplication or replacement[10]. Also, random under-
sampling (RUS) method was applied for downsizing the normal transactions by extracting a sample data
randomly. Since low ratio of anomalous data might lead to less precise results, our research applied both
SMOTE and RUS for generating the different ratio of sampling dataset to increase the reliability and
accuracy of our proposed research. Sampling ratios are divided into 50%, 60%, 70%, 80%, 90%, 95%
and 99% of normal transaction ratio.

3.4 Feature Selection

Feature selection has been proven to be effective and efficient for data mining and machine learning
problems. The objectives of feature selection include building simpler and more comprehensible models,
improving data mining performance (predictive accuracy and comprehensibility), and preparing clean
(redundancy and irrelevancy removal), understandable data[35][5].

Feature selection can be divided into three categories, which are wrapper method, filter method and
embedded method. The wrapper method relies on the predictive performance of a predefined learning
algorithm to evaluate the selected features. It repeats the searching step and evaluating criteria until
desired learning performance is obtained. The drawback of wrapper method is that the search space
is extremely large and it is relatively expensive than other methods. Filter method is independent of
any learning algorithms and rely on certain characteristics of data to assess the importance of features.
Features are scored based on the scores according to the evaluation criteria, and the lowest scored features
are removed. Embedded method is a combined method between the filter and wrapper methods which
embed the feature selection with the model learning[16][4].

3.5 Machine Learning

Machine learning can be divided into supervised learning and unsupervised learning based on the learn-
ing method. Supervised learning is a method of classifying with labeled data, mainly used for accurate
classification and prediction. Supervised method could classify anomaly data by relatively high accuracy,
but could not detect the underlying or unknown anomalies related to mobile payment fraud. The other
common method used in machine learning is unsupervised learning which cluster unlabeled data with
similar attributes. A clustering process in unsupervised method could manage the unlabeled data and be
useful for detecting the hidden anomalies in mobile payment fraud detection. However, unsupervised
method usually performs lower accuracy than supervised method.

In this research, we propose the combined method of supervised and unsupervised method called
semi-supervised. Firstly, the unsupervised method to the clustering process divide the mobile transaction
data in several groups. Since the dataset, which include the mobile payment fraud, in the real world are
unlabeled, unsupervised learning performs the key role in our proposed detection process. Then the
supervised method classifies the clustered groups into normal mobile transaction data and fraud data. In
other words, our proposed approach applies unsupervised method for arrangement and summarization of
discovering anomalies to detect mobile payment fraud. Afterwards, classification and regression process
are performed for accurate prediction which is the supervised method. These overall combined processes,
improve the detection efficiency by discovering hidden fraud data in unlabeled dataset and accurate
classification.
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3.5.1 Unsupervised Learning Algorithms

In this research, five kinds of unsupervised learning algorithms are applied for clustering mobile trans-
action data which is unlabeled. A brief description of applied algorithms used for experiments in this
research is as follows.

EM algorithm is an iterative method for finding parameter of maximum likelihood or maximum a
posteriori in statistical models, where the model depends on unobserved latent variables. EM algorithm
generates an initial model randomly and then iteratively performs a refinement process to generate an
optimized model. In addition, EM algorithm generates an optimal model by adjusting the probability
that each object belongs to a mixture model through an iterative refinement process[9].

K-Means algorithm has K centroids that are defined for each cluster while costs are calculated by
distances of centroids. The remaining objects are calculated from the distance to the selected k center
points and assigned to the closest cluster and a new cluster center (average) is obtained for each cluster.
This process is repeated until there is no movement of the center point, that is, until the center point
converges[12].

FarthestFirst algorithm is a variant of Kmeans that places each cluster center in turn at the point
furthest from the existing cluster centers. It proceeds through two scans of the dataset. The first scan
constructs a number of hash table data structures equal to the number of characteristics based on the
information about the characteristic value and frequency. In the second scan, the property values in the
corresponding hash table are determined by the expected time and frequency. In a typical FarthestFirst
algorithm, the starting point is randomly selected. The existing KMeans algorithm needs to find a new
center point continuously as data is added. However, FarthestFirst is relatively fast since the number of
center point changes is small[13].

XMeans algorithm is an extended type of KMeans, which is a top-down algorithm that starts from
one group and gradually divides the group. A Bayesian Information Criterion (BIC) score is used as
a criterion for partitioning. The BIC method is a statistic that approximates the posterior probability
distribution calculated using the likelihood function and the prior probability distribution in Bayesian
theory. BIC score increases until there is no further increase in the score. After a group is divided, the
data assigned to each group are determined by KMeans[22].

Density-based clustering techniques have the advantage that prior information about the number
or type of clusters is not needed as input variables. Density-based algorithm estimates the probability
distribution of an unobservable underlying probability density function based on observed data. Clusters
with a minimum number of instances within a given radius are available, even if the data has noise and
anomalies[7].

3.5.2 Supervised Learning Algorithms

In this research, seven types of supervised learning algorithms were applied for accurate classification of
fraud data in the mobile transaction dataset.

NaiveBayes is a kind of probability classifier applying Bayes theorem that assumes independence be-
tween properties. All Naive Bayes classifiers commonly assume that all property values are independent
of each other. In some probabilistic models, the Naive Bayes classification can be trained very efficiently
in a supervised learning environment. In many practical applications, parameter estimation of the Naive-
Bayes model uses maximum likelihood estimation (MLE) and the training is possible without bayesian
probabilistic or bayesian methods. In addition, the amount of training data to estimate the parameters
required for classification is very small and works well in complex real-world situations[33].

Support Vector Machine (SVM) is a representative model of supervised learning method. SVM is a
linear classifier that mainly determines which data category belongs to new data based on a given data
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set. The basic principle of SVM is to measure the data distance of each group and to divide the boundary
by the maximum margin size[31].

Logistic regression is a statistical technique that is used to predict the likelihood of an event using a
linear combination of independent variables as a probability model. The objective of logistic regression
is to provide a general regression in the relationship between the dependent variable and the independent
variable expressed as a concrete function and used in future prediction models. Moreover, the result of
the data is classified into a specific classification when the input data is given[14].

OneR is a classification algorithm that generates one rule for each predictor in the data, then selects
the rule with the smallest total error. OneR uses OneR classifier to find out the attributes’ weights. For
each attribute, it creates a simple rule based only on that attribute and then calculates its error rate.

Decision tree is a predictive model that connects observation values and target values. In this tree
structure, the leaf (leaf node) represents a logical product of features associated with a class label repre-
senting a class label. The learning of a decision tree is a process whereby a set of data used for learning
is divided into subset . This process is recursively repeated on each separate subset of data until a new
predictor is no longer added due to partitioning, or until the subset of nodes has the same value as the
target variable. C4.5, RandomForest, RandomTree are the kinds of Decision tree.

C4.5 algorithm was proposed to overcome the limitations of ID3 algorithm. C4.5 algorithm improves
the ID3 algorithm by dealing with both continuous and discrete attributes, missing values and pruning
trees after construction. C4.5 algorithm handles continuous attributes by splitting the attribute’s value
range into two subsets and searches for the best threshold that creates the first subset and all other values
constitute the second subset[25].

RandomForests or random decision forests are an ensemble learning method for classification and
regression. Ensemble learning method is the method that generates many classifiers and aggregate their
results. Two well-known methods are boosting and bagging, and RandomForests add an additional layer
of randomness to bagging. In standard trees, each node is split using the best split among all variables,
however, in a RandomForests, each node is split using the best among a subset of predictors randomly
chosen at that node[17].

RandomTree constructs a tree that considers k randomly chosen attributes at each node. RandomTree
operator works exactly like the Decision tree operator except that for each splitting, a random subset
of attributes is available. Furthermore RandomTree selects a random subset of attributes before it is
applied[2][3].

3.6 F-Measure

In machine learning method, which is based on statistics, F-measure is a well-known measurement for
model performance between predicted class and actual class using Recall and Precision. In our research,
the F-measure is used to measure the ratio between the actual value and the value that the algorithm
detects and predicts[24].

Table 2: Confusion Matrix
Predicted Positive Predicted Negative

Positive TP FN
Negative FP TN

Recall is the proportion of real positive cases that are correctly predicted positive which can be
defined as

Recall : TP/(TP+FN) (1)
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Precision denotes the proportion of predicted positive cases that are real positives. Precision is de-
fined as

Precision : TP/(TP+FP) (2)

As a result, Accuracy is defined as

Accuracy : (TP+TN)/(TP+FN+FP+TN) (3)

and F-Measure is defined as

F−Measure : 2x(PrecisionxRecall)/(Precision+Recall) (4)

3.7 ROC Curve

ROC curve is widely used to determine the efficiency of diagnostic methods and suitable method to
visualize classifier’s performance in order to select a suitable operating point, or decision threshold. The
ROC curve is a representation of sensitivity and specificity on the two-dimensional plane. The larger the
area under the ROC curve (AUC), the better the diagnostic method[11].

4 Experiment

4.1 Feature Selection

In this research, we aim to analyze the characteristics of inherent mobile transaction data and propose
a process specific to mobile fraud detection by applying various algorithms. In this reason, we applied
filter based feature selection algorithms for feature selection method among filter, wrapper and embedded
methods. Feature selection based on filter method is categorized into ranker and the subset selector[4].
We applied 8 subset selector feature selection algorithms and 6 ranker feature selection algorithms to
select features among 21 existing features. We assigned the scoring of subset approach to evaluate
features based on frequency, and ranker algorithms to calculate weight with higher rank. The results
of two feature selection algorithms are combined to prioritize the features by selecting features which
exceed the setting number or threshold in frequency and ranking. We also measured the accuracy and
f-measure by applying the various clustering algorithms before and after selecting the features in order
to verify the effectiveness of our proposed research in feature selection method for mobile payment fraud
detection.

After the feature selection process, there was a difference according to the sampling rate, but average
accuracy was increased in all algorithms. For more accurate comparison the f-measure was measured
and the results are as follows.

The f-measure also differed according to the sampling rate, but the average f-measure value increased
in all kinds of algorithms. The validity of the derived features was verified by comparing the measured
values of the f-measure with the accuracy before and after the feature selection process.

There was a difference in accuracy and F1 score value according to the sampling rate, but the average
value increased in all algorithm types including EM, KMeans, FarthestFirst, XMeans and MakeDensity.
This proves the utility of the process we propose.

4.2 F-Measure validation

After feature selection, data were clustered by applying unsupervised learning algorithm. Each clustering
is composed of different characteristic values by the clustering algorithm, and the ratio of mobile financial
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Table 3: Accuracy and F-Measure before Feature Selection
Ratio Measurement EM KMeans FarthestFirst XMeans MakeDensity
50:50 Accuracy 50.4746 52.3897 51.9317 52.3897 52.2315

F-Measure 0.5297 0.4815 0.2692 0.4815 0.4806
60:40 Accuracy 51.2906 50.7369 54.9542 50.7369 50.6037

F-Measure 0.5787 0.5186 0.6869 0.5186 0.5179
70:30 Accuracy 52.4646 51.1657 62.0275 51.1657 51.2531

F-Measure 0.6222 0.6159 0.7527 0.6159 0.6163
80:20 Accuracy 53.3722 52.6436 68.7552 52.6436 52.6644

F-Measure 0.6575 0.6540 0.8085 0.6540 0.6541
90:10 Accuracy 53.98 54.4671 75.6495 54.4671 55.0541

F-Measure 0.6841 0.6892 0.8590 0.6892 0.6932
95:5 Accuracy 53.7094 55.3705 82.448 80.7868 55.7202

F-Measure 0.6896 0.7053 0.9028 0.8926 0.7076
99:1 Accuracy 61.0958 56.5792 71.4167 56.5792 57.6125

F-Measure 0.7574 0.7212 0.8328 0.7212 0.7296
AVG Accuracy 53.7696 53.3361 66.7404 56.967 53.5913

F-Measure 0.6456 0.6265 0.7307 0.6532 0.6284

Table 4: Accuracy and F-Measure after Feature Selection
Ratio Measurement EM KMeans FarthestFirst XMeans MakeDensity
50:50 Accuracy 68.3847 66.0117 50.1374 66.0117 66.4363

F-Measure 0.6134 0.6443 0.6647 0.6443 0.6492
60:40 Accuracy 64.6794 65.4996 59.8834 65.4996 65.7077

F-Measure 0.6319 0.6820 0.7473 0.6820 0.6835
70:30 Accuracy 61.0033 64.7627 69.6545 51.5987 64.8626

F-Measure 0.6453 0.7112 0.8202 0.54 0.7121
80:20 Accuracy 57.1274 53.9092 79.4255 62.2689 50.3331

F-Measure 0.6540 0.6268 0.8849 0.7178 0.5859
90:10 Accuracy 53.2598 51.0866 89.1799 69.6503 52.8268

F-Measure 0.6610 0.6402 0.9426 0.8126 0.6813
95:5 Accuracy 52.627 52.627 84.1299 62.7352 52.6395

F-Measure 0.6732 0.6732 0.9130 0.7608 0.6733
99:1 Accuracy 52.0083 58.6875 55.7583 60.7542 51.5917

F-Measure 0.6829 0.7373 0.7143 0.7538 0.6775
AVG Accuracy 58.4414 58.9406 69.7384 62.6455 57.7711

F-Measure 0.6516 0.6735 0.8124 0.7016 0.6661

fraud data is different through random sampling. However, since various sampling ratios with randomly
extracted in stratified structure are set, it is general compared to the other previous sampling method.

Also, it is important to maintain accuracy and reflect the original data’s characteristics which is based
on previous model. For these reasons, we applied stratified sampling after the entire model building pro-
cess has finished. Unlike simple random sampling, which draws a sample from the population in entirety,
stratified sampling picks separate samples from separate groups, called as strata or sub-populations [18].
Stratified sampling is a practice of selecting individual records with probability proportional to the vari-
ance of estimating statistics on their strata. Stratification randomly divides the dataset so that each class
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is correctly distributed in the training and test sets.

Conclusively, in our research, EM, KMeans, FarthestFirst, XMeans and MakeDensity algorithms
were applied. For accurate classification, we applied supervised learning algorithms to clustered data.
The supervisied learning algorithms used for classification are Naive Bayes(NB), SVM, Logistic Regres-
sion (LR), OneR, C4.5, RandomForest (RF). Since both supervised and unsupervised learning methods
are used, our proposed research can be called semi-supervised learning approach. The F-score value
after applying the classification algorithm are as Table 5.

Table 5: F-measure after classification
Ratio NaiveBayes SVM Logistic Regression OneR C4.5 RandomForest

EM 50:50 1 0.988 0.999 1 1 1
60:40 1 0.989 0.999 1 1 1
70:30 0.999 0.999 1 0.983 0.999 1
80:20 1 0.994 1 1 1 1
90:10 1 1 1 1 1 1
95:5 1 1 1 1 1 1
99:1 0.993 1 1 1 1 1

KMeans 50:50 0.949 0.995 1 0.912 0.997 0.998
60:40 0.952 0.996 1 0.910 0.998 0.999
70:30 0.952 0.996 1 0.912 0.999 0.999
80:20 0.908 0.999 1 0.906 0.999 0.999
90:10 0.908 1 1 0.898 0.999 1
95:5 1 1 1 1 1 1
99:1 0.959 1 1 0.929 1 1

FarthestFirst 50:50 0.998 0.999 1 0.983 1 1
60:40 0.998 0.999 1 0.983 0.999 1
70:30 0.999 1 1 0.983 0.999 1
80:20 0.999 1 1 0.983 1 1
90:10 0.999 1 1 0.984 1 1
95:5 0.995 0.999 1 0.828 1 1
99:1 0.979 1 1 0.736 1 1

XMeans 50:50 0.949 0.995 1 0.912 0.997 0.998
60:40 0.952 0.996 1 0.910 0.998 0.999
70:30 0.996 1 1 0.988 1 1
80:20 0.949 0.997 1 0.915 1 1
90:10 0.959 1 1 0.880 1 1
95:5 0.947 0.999 1 0.913 1 1
99:1 0.999 1 1 0.908 1 1

MakeDensity 50:50 0.956 0.989 0.997 0.927 0.998 0.999
60:40 0.956 0.992 0.998 0.918 0.999 0.999
70:30 0.955 0.993 0.998 0.919 0.999 0.999
80:20 0.975 1 1 0.977 1 1
90:10 0.974 1 0.999 0.975 1 1
95:5 1 1 1 1 1 1
99:1 1 1 1 1 1 1
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4.3 AUC validation

In addition to the f-measure value, the AUC value was specified for more accurate verification. The
x-axis represents the false positive value and the y-axis represents the true positive value. By calculating
the scope of the verification of auc, we used the k-fold cross validation method for verification. The k-
fold cross validation method divides the data into k groups, sets the remaining data except for one group
as training data, and one group is divided into test data for later verification. The evaluation in k-fold
cross validation was carried out by obtaining the mean and standard deviation of the precision obtained
from the test data. Training data then can be divided into training set and validation set for more accurate
verification. The k value for k-fold cross validation was set to 10 in our research.

Figure 2: Variance of AUC graph in mobile financial fraud detection

Figure 2 shows the result of classifying the raw data of mobile payment transaction data with C4.5 al-
gorithm that has undergone only the pre-processing process. The raw dataset of mobile payment transac-
tion data results 0.4997, which means if the AUC value is less than 0.5, it indicates that the classification
is not performed correctly. Other graphs, (a) through (e) which (a) means the clustering result of EM, (b)
indicates KMeans, (c) indicates FarthestFirst, (d) indicates XMeans, and (e) indicates MakeDensity, are
the result of sampling, feature selection, clustering and classification with C4.5 algorithm performed by
our proposed process. The data from (a) to (e) is a ratio of 90:10. As a result, (a) records 1, (b) records
0.9997, (c) records 0.996, (d) records 0.9998, and (e) records 0.9997 from the perspective of AUC value.

5 Conclusion

In this paper, we proposed a process for detecting mobile financial fraud transaction. Our research exam-
ined the performance of data mining method in mobile payment fraud detection with generative process
in specifically, including feature selection method. Considering that previous research in mobile pay-
ment fraud detection commonly focused on a single perspective of data mining methods, our proposed
research combined both supervised and unsupervised methods. Moreover, our proposed research on
semi-supervised approach expected to detect underlying mobile payment fraud and new fraudulent be-
haviors with unlabeled data in an effective way. Effective way indicates the direct classification of mobile
payment fraud detection with a good precision via regression. We also demonstrated the practicality of
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our research by using actual mobile payment transaction data. The effectiveness of our proposed research
is assessed by f1 score and AUC.

5.1 Future Work

As the number of financial transactions increases, financial fraud is increasing by using a different
method than before, which means that more and more frauds cannot be detected with existing rule-
based models. Therefore, in addition to rule-based detection, a self-detectable model should be designed
using neural networks with proper process.
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