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Abstract

Recommender systems using traditional collaborative filtering suffer from some significant weak-
nesses, such as data sparseness and scalability. In this study, we propose a method that can improve
the recommender systems by combining similarity, trust and reputation. We modify the way that
neighbors are selected by introducing the trust and reputation metrics in order to develop new rela-
tions between users so that it can increase the connectivity and alleviate the data sparseness problem.
Throughout our 2 different scenarios of experiment simulations conducted on MovieLens dataset and
the comparison of our results with other trust-based collaborative filtering research, we found out that
our proposed method outperforms for better recommendations in an effective way.
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1 Introduction

With the massive growth of internet and the emergence of E-commerce over the last decades, the web
applications on World-Wide-Web these days can lead to information overload problem. The process of
searching for relevant products or contents within an endless number of web pages to meet the desired
items is taking quite a time and as the result, it is easy to make users fade away from the system. Recom-
mender system [18] has shown to be an important and suitable choice to deal with this issue. The main
role of recommender system is to assist users by providing a list of recommendations that might interest
them based on their preferences and behaviors.

To date, a variety of recommender systems have been developed [7]. To our best knowledge: content-
based, collaborative filtering and hybrid systems are the most three popular techniques that have been
used to generate the recommendations. And the approach that has received the most attention is col-
laborative filtering. However, recommender systems using this approach commonly suffer from several
limitations. A major problem in traditional collaborative filtering [13] is data sparseness. In the real-
world web application where there will consist of millions of products and millions of items, a typical
user tends to rate a small number of items. It is unlikely for two random users to rate some items in
common. Therefore, similarity values in not computable in most cases.

The data sparseness [2] problem is particularly evident in cold-start problem. It refers to a new user or
users who have rated few items. In these cases, it is difficult and impossible to provide a recommendation
base on the little knowledge of profile similarity. This is a significant issue, since it is important to provide
good recommendations to new users in order to retain them as customers.

Scalability [2] is another weakness in classic collaborative filtering. The basic for making accurate
recommendations relies on finding similar users. A typical algorithm must compute a similarity values
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for each pair of users. The computation overhead will quickly increase as the number of users increases,
which leading to poor scalability.

The goal this research is to improve the accuracy and quality of recommendation that the traditional
collaborative filtering provides. The proposed model will modify the way the neighbors are selected
and weighted during the recommendation process. By using trust and reputation, we have developed a
new relation between the users so that it can increase the connectivity of users and deal with the data
sparseness problem.

The remainder of this paper is organized as follows: In Section 2 we discuss the existing literature
reviews related to our research. In Section 3 we discuss the factors that contribute to our proposed
method. Section 4 describes the experiments and their results. We conclude our research in Section 5
and give a guideline for future directions in Section 6.

2 Related Works

2.1 Recommender System

Recommender systems can help users to identify the items that suitable for their needs and preferences
in an effective way. They are usually used to solve information overload problems and to increase sales
in E-commerce mechanism [19].

Imagine that if a web application can offer to a user an automated and intelligent system which
generates personalized recommendations, it will definitely increase the competitive advantage. The rec-
ommender system can range from online-shopping (books, movies, music, food, etc. . . ), to a suggesting
course for a student, or a particular kind of medical care for a patient. Recommender systems user
various types of information to generate a recommendation, such as past purchase record, user profile,
explicating ratings of items, or social network information.

A variety of recommendation techniques has been developed: content-based, collaborative filtering
and hybrid recommendation systems. Content-based systems [4] analyze the characteristics of items
previously rated by a user and generating a profile for a user based on the content descriptions of these
items. These systems rely on information such as genre, actors, directors, etc. and match this against
the learned preferences of the user in order to select recommendations. Lee et al.[11] propose a content-
based online product recommendation using Amazon’s book rating and review data to support business-
to-consumer e-commerce.

Collaborative filtering systems [20] identify similar users and analyze their preferences to generate
recommendation. The main characteristic of collaborative filtering is that is accumulates the user’s rat-
ings of products, identifies user with common ratings, and offers recommendations based on inter-users
comparison. In the work of Choi et al.[5], the users’ purchase patterns (e.g. ratings and items) are derived
by sequential pattern analysis to collaboratively recommend items to users.

Other than the approaches discussed above, a number of hybrid approaches to personalization have
also been proposed. Hybrid recommender systems [4] combine content-based and collaborative filtering
features in order to overcome the limitation of both techniques. Liu et al.[12] combine user-based and
item-based methods to build a hybrid recommendation of movies in P2P networks. When the content of
the description is not obvious, a collaborative approach increases the system’s precision

2.2 Trust and Reputation

There has been an increasing interest of researchers in the area of trust-based recommendations. For
instances:
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Golbeck et al [8] applies the concept of trust to web-based social networks. They describe how trust
can be computed and how it can be used in applications. Specifically, they proposed two algorithms
for inferring trust relationship between individual who are not directly connected to the network. The
researchers apply their technique to the TrustMail application, which is an email client that uses the trust
algorithm to sort email message in the user’s inbox depending on the ratings in the trust network.

Massa et al [13] introduce a trust-aware recommendation architecture which relies on users explicitly
stating trust values for other users. They also user a trust propagation technique applied to the network
of users, to estimate a trust weight that can be used in place of the similarity weight. An evaluation
of their system on the Epinion.com dataset reveals that their system it successful in lowering the mean
error on predictive accuracy for cold start users. The authors also define a trade-off situation between
recommendation coverage and accuracy in the system.

Various definitions have been presented for trust and reputation. For examples:
Josang et al [9] have defined trust as “the extent to which one party is willing to depend on something

or somebody in a given situation, even though negative consequences are possible.”
Mui et al [15] defines trust as “a subjective expectation an agent has about another’s future behavior

based on history of their encounters.”
Donovan et al [16] has defined trust as “the reliability of a user to deliver accurate recommendation

the past”. If a user has a history of making accurate recommendation, they can be viewed as more
trustworthiness than a user who made poor recommendation. A user’s behavior will determine their
trustworthiness.

Reputation for a person is defined as “what is generally said or believed about a person’s character
or standing.[9]” and they also defined Reputation can be considered as the collective measurement of
trustworthiness based on referral or ratings of the members in the community. The basic idea of the trust
and reputation system is to derive a score for users. Based on these scores, user can decide whether or not
to interact with a user. The main difference between trust and reputation is that trust reflects a subjective
view of a user’s trustworthiness, whereas reputation reflects the view of whole community.

In this paper, rather than have the user explicitly state trust values, the recommender system will
implicitly calculate trust between users. User may not want to expend effort on assigning trust values
to other users, but they should still receive the benefit of quality recommendation. The proposed trust
metric in this work is a more refined measurement of determining the accuracy of a recommendation.
Furthermore, the proposed system also incorporates a reputation value when choosing recommendation
partners.

3 Proposed System Model

3.1 Similarity Measurement

This strategy simulates the traditional collaborative filtering approach and will be used as a baseline.
From the historical rating data, similarity values are calculated between each pair of users, Eq.(1). The
neighborhood is formed by identifying the top-k most similar users. Finally, rating predictions are gen-
erated using the Resnick formula, Eq. (2).

Measuring similarity or correlation between users plays a core task in the traditional collaborative
filtering recommender system. The first step in the recommendation process is to compute similarity
values between each pair of users. The most widely used formula to compute similarity is the Pearson
correlation [3].

Sim(c, p) =
∑i∈I(rc,i− r̄c)(rp,i− r̄p)√

∑i∈I (rc− r̄c)2 ∑i∈I (rp,i− r̄p)2
(1)
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Let Sim(c, p) represent the similarity between users c and p, where I is the set of items rated by both
users, rc,i is the rating user c gave to item i, rp,i is the rating user p gave to item i, r̄c is the average
rating of user c, and r̄p is the average rating of user p. The results obtained from the Pearson correlation
formula range from -1 for negative correlation to +1 for positive correlation. This formula measures the
extent to which there is a linear relationship between two variables [6]. For the purposes of collaborative
filtering, we look at all co-rated items between user c and user p. If two users have rated many items in
common, then they will have a high similarity value. If two users have not rated any item in common,
then a similarity value cannot be computed.

Once similarity values have been calculated between every pair of users, we want to identify all
users who are the most similar to the target user. The idea is that the most similar users will also be the
best recommendation partners. This technique is referred to as, k-Nearest-Neighbors (kNN) [1]. Only
the top-kmost similar users will be added to the target user’s neighborhood. The neighborhood for the
target user is responsible for making recommendations. This network of users will remain static until
additional ratings are added to the database, at which point the similarity values should be recalculated
and the users in the network could potentially change.

Remember that the goal of collaborative filtering is to predict the ratings of the target user. If the
system is able to accurately predict what the target user will rate an item, then the system can recommend
desirable items to the target user. The final step in the collaborative filtering process is to generate the
rating prediction for the target user on a specific item, i. Once the neighborhood for the target user
has been formed, we aggregate the rating information of each neighbor to generate the prediction value.
Resnick et al.[17] have proposed a widely used method for computing a prediction value, which has been
commonly referred to as the Resnick formula:

P(c,i) = r̄c +
∑p∈M sim(c, p)(rp,i− r̄p)

∑p∈M |sim(c, p)|
(2)

Let Pc,i represents the predicted rating, where M is the set of all users who belong to target user’s
neighborhood and have rated item i. Target user, c, for whom predictions are being computed, does not
belong to M. sim(c, p) is defined by Eq.(1), rp,i is the rating user p gave to item i, r̄p is the average
rating of user p, and r̄c is the average rating of user c. In the Resnick formula, each neighbor contributes
their rating of item i, and each contribution is weighted according to the specific degree of similarity the
neighbor shares with the target user[10]. It is important to note that a neighbor must have rated item i in
order to participate in the rating prediction. Thus, if none of the neighbors have rated item i, then a rating
prediction cannot be computed. This is a major limitation to traditional collaborative filtering, which
will be discussed in the next section. The rating predictions determine which items are recommended to
the target user; therefore the quality of recommendations relies on the accuracy of the predictions. In the
normal operation of a recommender system, a set of rating predictions are sorted and the items with the
highest values are used for recommendation purposes. To measure the accuracy of the recommendations,
the target user must submit an item rating, which can then be compared to the predicted rating.

3.2 Trust Metric

For this research, trust has been defined as the ability of a user to provide accurate recommendations.
Trust values will be calculated between each pair of users and the trust values are asymmetric. For
instance, Alice may view Bob as very trustworthy and Bob may view Alice as untrustworthy. The trust
values which a target user holds for all other users will vary over time; this represents the personalization
of trust. Over the normal operation of the recommender system, many items will be recommended to
a target user, but the target user will only provide ratings to some of the recommended items. Once
a rating is received from the target user, we can determine the accuracy of the recommendations by
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comparing the predicted rating to the user’s actual rating. Through the process of comparing predicted
and actual ratings, the trust values between users are updated accordingly. As discussed in Sec. 3.1,
a rating prediction for a target user is generated using the target user’s neighborhood and applying the
Resnick formula, Eq. (2). This means that all users in the neighborhood will be contributing to the rating
prediction. However, the trust values are supposed to represent the trust that the target user holds for
a specific user, p. Therefore, when calculating the trust value, we are only interested in the accuracy
of user p’s contribution to the overall rating prediction. To capture user p’s contribution, the Resnick
formula is modified to generate a rating prediction where user p is the sole contributor in Eq 3:

Pc,i = (r̄c− r̄p)+ rp,i (3)

Let Pc,i represents the rating prediction generated from user p, on item i, for target user, c. Where, r̄c

is the average rating of user c, r̄p is the average rating of user p, and rp,i is the rating user p gave to item
i. Once user p′s prediction has been generated, the item-level trust, Eq. (4), measures the accuracy of the
predicted rating in comparison to the actual rating:

Tc(p, i) = 1− |Pc,i− rc,i|
rmax− rmin

(4)

Let Tc(p, i)represents the item-level trust value, where p is the user who provided the rating prediction
on item i, and c is the target user. Pc,i is the predicted rating made by user p, rc,i is the target users actual
rating, rmax is the top of the rating scale, and rmin is the bottom of the rating scale. In a collaborative
filtering environment which uses a 5-star rating scale, rmax would be 5 and rmin would be 1. The results
for the item-level trust range from 0 to 1, where a larger value means the prediction was more accurate.
Remember that trust is defined as the ability of a user to provide accurate recommendations. The item-
level trust measures accuracy of user p′s prediction for a particular item. An overall trust value for user
c and p is calculated by taking the cumulative average of all item-level trust scores in Eq (5):

Tc(p) =
∑i∈I Tc(p, i)

M
(5)

Let Tc(p) represents the overall trust which user c holds for user p, where I is the set of items that
user p recommended to user c, Tc(p, i) is the item-level trust for each item i, and M is the total number
of items in set I. The results for the overall trust value range from 0 to 1, where a high value means
user p has provided very accurate recommendations in the past. The overall trust score indicates the
accuracy of user p′s recommendations in the past; it also indicates whether or not the target user should
trust user p in the future. For this reason, the trust metric provide valuable information when choosing
recommendation partners. Additionally, the overall trust value will be updated each time the target user
provides a rating to a recommended item. The more ratings that the target user provides, means the trust
values become more reliable.

3.3 Reputation Metric

Reputation is measured by how the entire community views an individual. Every user will have a reputa-
tion value, which is calculated as the harmonic mean between the average trust score and the experience
of the user. To calculate the reputation value for user p, we need to average the trust values that every
member in the community holds for user p in Eq (6):

Tavg(p) =
∑c∈N Tc(p)
|N|

(6)
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Let Tavg(p) represent the average trust value that the community has for user p, where N is all set of
all users in the community, and Tc(p) is the overall trust value that user c holds for user p. The trust value
between user c and p represents the accuracy of p′s recommendations to user c. Therefore, the average
trust value will indicate p′s recommendation accuracy across the entire community. It is possible for user
p to have a very high average trust value, even if the total number of recommendations is very low. For
instance, Alice and Bob could have identical average trust values of 0.95, yet Alice has contributed 200
recommendations and Bob has only contributed 10 recommendations. Even though their average trust
values are the same, Alice would be a more reputable user in the community. For this reason, we need
to take into account the number of recommendations that user p has contributed to the community; this
will be calculated as Experience in Eq 7:

Exp(p) =
Np

Nmax
(7)

Let Exp(p) represents the experience of user p, where Np is the total number of recommendations
that user p has contributed, and Nmax is the maximum number of recommendations contributed by a
user. The results for experience will range from 0 to 1,where a larger value means the user has more
experience. Once the average trust score and experience have been calculated, the reputation value for
user p can be computed using Eq 8:

rep(p) =
2(Exp(p))(Tavg(p))
Exp(p)+Tavg(p)

(8)

Let rep(p) represents the reputation value for user p, where Exp(p) is user p′s experience, and
Tavg(p) is the average trust for user p. The advantage to using the harmonic mean is that it is robust to
large differences between the inputs [16], so a high value will only be calculated if both the average trust
and experience values are high. The reputation values will be visible to the entire community. Reputation
will be particularly valuable for new users, who have not provided any ratings. Without a rating history
the recommender system cannot generate similarity values or trust values. In this case, the recommender
system could utilize the most reputable users for generating predictions and recommending items.

The proposed strategy requires that trust, reputation, and similarity values are available for all users.
The neighborhood for the target user c, is formed by identifying the community members who have the
highest combined value of trust, reputation, and similarity. By performing a simple summation of the
three values, it gives an overall view into the past history of each user. If a user has a high trust value,
high reputation value, and low similarity value, we need to take into account all three values in order to
choose the best recommendation partners.

Once the neighborhood is formed, the rating prediction is generated using a modification of the
Resnick formula. First, the similarity value, trust value and reputation value are combined to produce
a compound weighting using Eq. (9). This combined simiarity/trust/reputation values, and replaces the
traditional formula in the Resnick formula, all other variables remain the same, in Eq. (10). The overall
process of the proposed method is shown in figure 1.

W (c, p) =
3(Sim(c, p)(Tc(p))(rep(p))
Sim(c, p)+Tc(p)+ rep(p)

(9)

Pc,i = r̄c +
∑p∈N W (c, p)(rp,i− r̄p)

∑p∈N |W (c, p)|
(10)
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Figure 1: Architecture of proposed model

4 Experiments

The goal of recommendation is to accurately predict what a user will rate for an item, if the recommender
system can predict a user’s ratings, then it can suggest item which the user will rate highly. This section
presents 2 separate experiments conducted for evaluating the performance of the proposed method.

4.1 Data Source

We conducted our experiment using MovieLens dataset [14]. This dataset is the most widely used dataset
for collaborative filtering research. The MovieLens dataset was collected by the GroupLens Research
Project at the University of Minnesota. The dataset consist of 100,000 ratings, assigned by 943 users on
1682 movies. The users assign numerical ratings in the range from 1 to 5. These numerical ratings can
be interpreted as follows: 1 – Bad, 2 – Average, 3 – Good, 4 – Very Good, 5 – Excellent. Each user
selected has rated at least 20 movies. with an average number of rating 106.

For each experiment, the MovieLens dataset is divided into a training set and test set. The ratings
in the training set are used as explicit ratings from the user, which are contained as part of the historical
rating database. The ratings in the test set are treated as unseen ratings that the system would attempt to
predict. By comparing the predicted rating with the actual rating we can measure the prediction accuracy
of each recommendation strategy.

Before evaluating the accuracy of our proposed trust-based recommender system, we need to build
up the trust values, reputation values, and similarity values. Usually the trust values would be built
on-the-fly during the normal operation of the recommender system, but for our experiments we need to
construct these values in advance using only the training data. The trust values are calculated by running
a leave− one− out [16] training session. In the training dataset, we hide one rating at a time and then
have each user make an individual rating prediction. By comparing the hidden rating with the predicted
rating we can calculate a trust score between the two users.

Once the trust values have been constructed,we can calculate the reputation values, as described in
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Sec(3.2) . The similarity values are calculated using Pearson’s correlation formula.

4.2 Metrics

The effectiveness of recommender system is measured by the accuracy of prediction it makes. We
will use the Mean Absolute Square (MAE). MAE measures the average absolute deviation between a
predicted rating and the user’s true rating [6]. A small value of MAE implies high prediction accuracy.
MAE is a widely used and accepted metric for evaluating the performance of recommender systems. In
Eq. (11), Pi represents the predicted rating, ri represents the user’s actual rating, and N represents the
total number of items for which the recommender system made a prediction. MAE is a very simple, yet
effective way to measure the prediction accuracy of the recommender system. It has been studied and
reported that every 1 one-hundredth (0.01) reduction in the MAE, provides a significant improvement in
the quality of the recommendations [6].

MAE =
∑

N
i=1 |pi− ri|

N
(11)

4.3 Dataset View

When evaluating the performance of recommender systems, the dataset is an important consideration.
Collaborative filtering recommender systems incorporate learning algorithms which operate on statistical
data. The performance will vary based on the amount of learning data available. As the quantity of
learning data increases, the quality of the predictions should increase as well. Different recommendation
strategies will reach an acceptable MAE value at different rates. Some strategies may only need a small
amount of data to make decent predictions, while other strategies may need a large amount of data.

In addition to the amount of data, the type of user is also significant. Several researchers have shown
that an algorithm will perform differently for different types of users. For example, in a real-world
application there are users who will use the application very frequently and there are users who will use
the application very rarely. Our experiments conducted in 2 separate scenarios;

In the first scenario, we will test the recommendation strategies on five different types of input data.
Each type of input data will provide a different view and insight into how the recommender system per-
forms. First, we will look at new users, who are users that provided only 5 ratings. For this scenario, the
recommender system will be making rating predictions for a target user, based on very little knowledge
about that user. Second, we will look at heavy users, who are users that provided 50 or more ratings.
For the remaining dataset views, we will randomly split the data into the training set and test set, with
each view having a different percentage of training data. The three views will be split as follows: 80%
training/20% test data; 50% training/50% test data and 10% training/ 90% test data. These dataset views
will give an indication for the learning rate of the recommendation strategies. To validate our results, we
will perform each experiment five times. Therefore, five distinct dataset are created for each of the five
dataset views: “new user” dataset, “heavy user” dataset, 10/90 data split, 50/50 data split, and 80/20 data
split.

And in the second scenario, we will perform the result comparison of MAE between our proposed
method with Trust-based Collaborative Filtering [10]. In that paper, they present a variation of kNN, the
trusted k-nearest recommenders (or kNR) algorithm, which allows users to learn who and how much to
trust one another by evaluating the utility of the rating information they receive. In order to do the similar
experiment with them, we set the same parameters on MovieLens 80/20 data split.
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Types of input data Traditional CF Trust Method Proposed Method
80/20 Test 1 0.9076 0.8507 0.7446
80/20 Test 2 0.9025 0.8467 0.7428
80/20 Test 3 0.9061 0.8420 0.7493
80/20 Test 4 0.9050 0.8453 0.7409
80/20 Test 5 0.8996 0.8464 0.7392

Average 0.9041 0.8462 0.7433

Table 1: Average MAE values for the 80% training, 20% test, dataset view

Types of input data Traditional CF Trust Method Proposed Method
New Users 0.9701 0.8664 0.8315

Heavy Users 0.9316 0.8648 0.7218
10/90 data split 0.9429 0.9368 0.7751
50/50 data split 0.9417 0.8853 0.7546
80/20 data split 0.9041 0.8462 0.7433

Average 0.9380 0.8799 0.7652

Table 2: Average MAE values for different recommendation strategies on different dataset views.

4.4 Results

The MAE results from the 80/20 data split are shown in Table (1) for the first scenario. The average
MAE was calculated from the five experiment runs. As you can see, the MAE gradually improved as
the recommendation strategy became more complex. The proposed method performed the best with an
average MAE of 0.7433. It has a more significant impact when there is less data available.

Instead of showing the result of the five experiments runs for each of the five dataset views, we
consolidate the MAE for each dataset view into Table (2):

By looking at each individual recommendation strategy, we can see how the performance of a rec-
ommendation algorithm depends on the input data. The results from the 10/90, 50/50, and 80/20 data
splits, indicate how fast the algorithms “learn” and begin to generate more accurate predictions. With
only 10% training data the Similarity strategy performs poorly with an MAE of 0.9429. By increasing
the training data to 80% the similarity-based algorithm provides an average error of 0.9041. This is an
expected result, since one of the known drawbacks of using similarity values is that sparse data which
means unreliable neighborhood formation that can lead the recommender system to be unable to find
highly similar users for the target user, thus the rating prediction is less accurate.

The new user and heavy user dataset views provide insight into the performance of each recommen-
dation strategy on a specific type of user. For the heavy user dataset we see the same trend as the other
dataset views. As the recommendation strategy increases in complexity, the MAE value decreases which
represents an improvement in prediction accuracy.

The new user dataset shows some interesting results. First, except the traditional CF, we see a very
minimal difference in the MAE value across each of the recommendation strategies. The MAE values
range from 0.9701 to 0.8315. These results show that it is very difficult to make accurate recommenda-
tions for a user who has provided little information. Utilizing the trust values does provide an improve-
ment over the similarity-based algorithm. And with the inclusion of trust values and reputation values,
the proposed strategy provides an improvement in prediction accuracy. When there is little knowledge
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Figure 2: The average prediction error and relative benefit compared to Traditional CF

about the user, it is the reputation which provides invaluable information about the community. A rec-
ommender system cannot always generate a similarity-network or trust-network, but the recommender
system can always generate a network of reputable community members. Remember that similarity and
trust values are calculated between pairs of users, but reputation values are globally available for the
entire community to see.

Another interesting result from the new user dataset is the performance of the Similarity strategy.
The Similarity strategy provided its least accurate predictions on the new user dataset. System should
perform better as the amount of data increases. The heavy users have provided 50 or more ratings, and
therefore should have more reliable similarity values with other community members. The new users
have provided 5 ratings and the similarity values would be less reliable. Since the Similarity strategy
performed worse for the new users and the heavy users, it reinforces the fact that similarity is not a good
measurement for choosing recommendation partners. The MAE for the new user dataset and the heavy
user dataset was and 0.9701 and 0.9316 respectively.

To give a visual indication of the performance of the recommendation strategies, Figure(2) shows
the average MAE for each recommendation strategy, and the relative benefit compared the traditional
collaborative filtering strategy. As the recommendation algorithms increase in complexity, the relative
benefit increases as well. The Trust strategy provides 6% improvement, the proposed strategy provides
17% improvement in prediction accuracy.

On the other hand, for the second scenario, Accordingly to our MAE results conducted on Movie-
Lens dataset for 80/20 data split (80% - training, 20% - test data) comparing to their result Trust-based
Collaborative Filtering in Table (3), we can see that our proposed method outperform better on every
single MAE value when the neighbor is increasing.

And in Figure(3), which is represented as a graph derived from Table 3, it outperforms than the
Trust-base Collaborative Filtering which less data sparseness. This means that our proposed method will
provide and suggest a better predication of recommendation list of items for users.
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No of Neighbor(s) Trust-based CF Proposed Method
1 0.8705 0.7538
2 0.8226 0.7461
5 0.7913 0.7419
10 0.7821 0.7410
30 0.7791 0.7449
50 0.7794 0.7499
100 0.7804 0.7531

Table 3: Influence of various size of nearest neighbor set on predictive validity

Figure 3: MAE on each algorithm (A small value, a better performance)

5 Conclusion

Trust is the concept that is starting to attract the increasing attention by many researchers and is being
implemented in many online community systems.

This paper describes an improved method for recommender systems. We have shown that by in-
corporating Similarity, Trust and Reputation into the recommender systems, it can lead to a promising
accuracy and quality of recommendations in an effective way. The results from various simulations using
MovieLens dataset show that the proposed method have 16% reduction in error compared to the tradi-
tional collaborative filtering technique and performs better than the Trust-based collaborative filtering in
other research. Throughout the experiment analysis, we found that the data sparseness has less impact
on the proposed system, which helps to increase the accuracy and quality of recommendations.

6 Future Works

There are some directions for the future studies. First, the proposed model can be advanced by ex-
ploiting other techniques, such as artificial intelligence and machine learning. Second, the targets of
recommendations can be further extended, such as social networking-driven recommendations. Finally,
the proposed model should be further validated by experimenting with more datasets.
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