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Abstract

Object recognition and tracking is one of the most important task in the field of computer vision
and surveillance system. Among many proposed, object tracking using a feature matching method
is popular and accurate, however, it has a room to improve on high computational complexity and
weak robustness in various environments. This paper proposes a robust object recognition and track-
ing method, which uses an advanced feature matching for the use of real time environment. The
proposed method enables to recognize an object using invariant features, with reducing the dimen-
sion of feature descriptor, compared to the existing algorithm. The experimental results show that
the proposed recognition and tracking method outperforms the conventional tracking approaches in
terms of tracking accuracy and computing time.
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1 Introduction

In recent years, video surveillance and security monitoring systems have developed rapidly to monitor
several circumstances of the public area, as these systems have great powered performance and preci-
sion. Several surveillance cameras have been installed for the attention and necessity of the security and
surveillance, respectively. Most of object tracking approaches based on feature matching have a problem,
showing high computational complexity and/or weak robustness in various environments.

To efficiently track a dynamic object in a video sequence, at first, feature points are extracted from the
interest object. The extracted features then recognize the target object, and the detected and recognized
object is continuously tracked on the input stream [22, 21, 6]. It is an important technology in computer
vision. The object recognition consists of two main steps. One is extracting an interest feature point in a
target object. Another is matching a corresponding point at a target video sequence. In object recognition
based on feature, extraction of accurate feature in the target has influenced the performance of the object
recognition. The performance of recognition can be improved by a large number of feature points,
which are the extracted interest region. However, it is impossible to recognize the object in real time
environment owing to increased computing complexity. On the other hand, it cannot carry out precise
recognition. Thus, the algorithm of object recognition requires detecting accurate object and decreasing
computational complexity in real time surveillance system. One of the common approaches using an
interest object tracking is CamShift [19, 23, 24], which is an object tracking method by color histogram
as its target model [14, 7]. In this paper, we propose robust object recognition and tracking scheme using
advanced feature matching for real time environment.
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The rest of this paper is organized as follows. Section 2 gives a short survey of some related works
for feature extraction. Section 3 concentrates on the proposed method, which uses the CamShift for
object tracking and utilizes a novel advanced feature extraction method for object recognition. Prototype
system is implemented and the experimental result for evaluation is shown in Section 4. Finally, Section
5 presents conclusions and future work.

2 Related Works

Video surveillance system is mainly composed of object recognition and tracking [2, 16]. In object recog-
nition, the most important thing is accurate feature extraction. A good feature descriptor must have the
ability to handle intensity, rotation, scale, and affine variations. Feature extraction methods are generally
used scale invariant feature transform(SIFT) and speeded-up robust features(SURF) in object recognition
[11, 12, 9, 13]. SIFT aims to resolve the practical problems in low level feature extraction and their use
in matching images. SIFT is a method of transformation into a set of regional characteristics with robust
feature against the size, rotation, and projection of the object [11]. SIFT method as image size increases
will be plenty to calculate the amount of data because of the high-dimension characteristic [15, 3]. If
the amount of data is increased, the method has the problem which increased the amount of computation
time as increasing volume of calculation [17]. Features are located using an approximation to the deter-
minant of the Hessian matrix in SURF algorithm [6, 1]. It is used due to its stability and repeatability,
as well as its speed. The Hessian is constructed by an ideal filter. It convolves the input image with the
second-order derivatives of a Gaussian of a given scale. SURF uses the integral image concept. SURF
has fast feature extraction and feature descriptors to reduce the complexity of the operation in feature
extraction and matching step on SIFT method [19]. It performs good result and high speed using feature
extraction methods and feature descriptors by decreasing processing time. However, SURF has plenty of
computational time for object recognition in real time. Thus, we need to develop an algorithm to perform
precise object recognition while reducing the amount of computational time. Many tracking algorithms
have been proposed in earlier researches.

In a tracking video sequence, an object can be defined as anything that is interesting for analysis
[5, 10, 20]. Object tracking methods generally use MeanShift and CamShift [25, 14]. The MeanShift is a
kind of tracking algorithm based on external features, with which real-time tracking for non-rigid object
can be realized [14]. The MeanShift algorithm is an efficient approach to tracking objects whose appear-
ance is defined by histograms. In the MeanShift procedure, the points in the d-dimensional feature space
as an empirical probability density function where dense regions in the feature space correspond to the
local maxima or modes of the underlying distribution. For each data point in the feature space, one per-
forms a gradient ascent procedure on the local estimated density until convergence [21, 3]. The CamShift
is one of the most important algorithms for object tracking [4, 8]. The CamShift is an adaptation of the
Mean Shift algorithm in computer vision. The primary difference between CamShift and MeanShift al-
gorithm is that CamShift uses continuously adaptive probability distributions while MeanShift is based
on static distributions, which are not updated unless the target experiences significant change in shape.

3 Proposed Method

CamShift is a common algorithm for tracking an interest object for real time environments. However,
the algorithm uses only color features, so it is not robust to the surrounding environment and illumi-
nation. This method has the problem of losing the interest target when a similar color exists in the
background because it is sensitive to illumination and noise. This problem can be solved by the inte-
grated method which recognizes the target object using SURF for feature extraction and can track the
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object by CamShift. Since SURF has the advantage which can be found in invariant feature points of
rotation and scaling, it can recognize the same object regardless of the angle and distance of the camera.
SURF can find out the target object using feature extracting and matching. Fast and accurate object
recognition needs to find out matching points efficiently in real time environment. Although SURF has
low computational complexity less than SIFT method, it is not suitable for recognizing objects in real
time.

Therefore, the proposed method extracts the features and finds out the corresponding matching points
in video sequence. Also the computational complexity is reduced to efficiently decrease dimension in
feature descriptor to carry out object recognition. The proposed object tracking system has a simple
architecture which is based on a set of cyclically interconnected modules. Each module deals with a
specific type of input data that is elaborated to provide appropriate data to the next module. Figure 1
describes diagram of the proposed object recognition and tracking system using feature extraction.

Figure 1: Diagram of the Proposed Object Recognition and Tracking System.

3.1 Object Recognition

Speeded Up Robust Feature (SURF) is a robust illumination changes and invariant scale detector and
descriptor for feature point. The integral image is used to SURF for decrement of computation. The sum
of all pixels in the selected partial region is calculated by only performing four operations. Therefore,
when scale space is generated, the amount of computational time is reduced [3, 17].

The next step of object recognition is quickly extracting features using the extractor based on an
approximation of Hessian matrix in interest points. In this case, the extractor extracts the features of
images for changing of various scales by resizing the box filter without changing the image scale. Figure
2 shows image pyramid and box filter for extraction of the features.

Hessian matrix can be obtained by convolution of the second derivative of Gaussian filter and an
image, and it can be expressed as Equations 1 and 2 [1].

H(X ,σ) =

[
Lxx(X ,σ) Lxy(X ,σ)
Lxy(X ,σ) Lyy(X ,σ)

]
(1)

Lxx(X ,σ) = I(x,y)∗ ∂ 2

∂x2 g(σ) (2)

where Lxx(X ,σ) denotes the convolution of the second derivative of Gaussian filter and an input im-
age at the point of X = I(x,y) in an input image having a scale of σ . In addition, Lxy(X ,σ) and Lyy(X ,σ)
are the represented convolution of the second derivative of Gaussian filter and an input image for xy
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Figure 2: Image pyramid and Box filter.

direction (diagonal) and y direction (vertical). The method uses the box filter adapted approximation of
convolution of the second derivative of Gaussian to solve the problem of increasing processing time [18].

Figure 3: Reduction of dimension in feature descriptor.

Figure 3 describes the proposed method for decrement of complexity using reduction of the dimen-
sion of feature descriptor. The conventional algorithms using 64-dimension descriptor are not suitable
for real time environment since their computational complexity for extracting the feature points is high.
Therefore, the reduction of dimension in feature descriptor is necessary to effectively decrease com-
putational complexity to carry out object recognition in real time environments [15]. The reduction of
dimension in feature descriptor is used for calculated direction vector through scale s to determine domi-
nant orientation and expanding its window to π/2 for estimation of accurate dominant orientation by a lot
of directional information. The rectangular window is divided 3×3 sub-region and then sub-regions are
re-divided into 5×5 sub-region. In Equation 3, 18(3×3×2)-dimension feature descriptor in segmented
regions makes up two feature vectors.

Vsub = [Σdx, Σdy] (3)

The sum of the Haar wavelet which responses in horizontal (dx) and vertical (dy) directions are calcu-
lated. Since the Haar response is robust lighting condition, the proposed method decreases computation
complexity and is also lighting invariant.
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3.2 Object Tracking

Continuously adaptive MeanShift (CamShift) algorithm was derived from MeanShift algorithm for color
based object tracking [21, 19]. CamShift method makes the outcome of the last frame as the initial value
of the next frame for MeanShift algorithm, and carries out those steps in iterative [23, 24]. The process
of the CamShift algorithm is depicted in the following.

input : image from video sequence

Convert color space;
while End of frames do

Initialize the size and location of the search window;
Find the center position of the search window;
Calculate probability distribution for color in the search window;
Call MeanShift, and Calculate the new size and position of the search window;
Get next frame;

end
Algorithm 1: CamShift algorithm

When the interest object size is scaled, CamShift method can adaptively adjust the target region
in order to continue the tracking. CamShift algorithm can set the calculation region of the probability
distribution to the whole image and choose the initial location of the 2D mean shift search window. After
choosing an initial location, the zeroth moment and first moment of x and y are calculated. The zeroth
moment is expressed as Equation 1 and the first moment for x and y is expressed as Equations 4 and 5.

M00 = ∑
x

∑
y

I(x,y) (4)

M10 = ∑
x

∑
y

xI(x,y)

M01 = ∑
x

∑
y

yI(x,y)
(5)

where I(x,y) represents the back projected probability distribution at position (x,y) within the search
window. x and y represent the range of the search window and they are slightly larger than the mean
shift search window. After calculation of moment, the mean position of interest object (the centroid) is
computed with the following Equation 6.

xc =
M10

M00
, yc =

M01

M00
(6)

where centroid value of x and y is denote xc and yc respectively. For the next video frame, the
size of search window is recalculated as a color probability distribution function of the zeroth moment.
The final step is the above steps repeated to converge (the change of centroid is smaller than preset
threshold). After object tracking, the size and angle of the target in the image can calculate the first and
second moment of distribution of intensity in the search window. By calculating, the second moment for
x and y can be expressed as Equation 7.

M20 = ∑
x

∑
y

x2I(x,y)

M02 = ∑
x

∑
y

y2I(x,y)

M11 = ∑
x

∑
y

xyI(x,y)

(7)
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As the search window is recalculated we need to update the size of horizontal and vertical axis and
the angle, which are the detected distribution of intensity.

4 Experiments and Results

We have experimented object recognition and tracking method under windows environments with the
Core i3 CPU 3.30GHz and 4GB RAM memory using Visual Studio 2013, as shown in Figure 4. We
have tested many video sequences. The computing task focuses on target modeling and matching, and
concentrates on feature point detection and matching, and is in proportion to tracking window size.

Figure 4: Implementation Environments.

SURF has low computational complexity for recognizing objects in real time. Therefore the proposed
method extracts the features and finds out the corresponding matching points in a video sequence. Also
we reduce computational complexity to efficiently decrease dimension in feature descriptor to carry out
object recognition.

Figure 5, 6 and 7 describe object recognition and tracking result using this study’s approach which
is improved SURF and CamShift algorithm. And figure 8 shows that the interest target is accurately
detected in complexity environment. Such is a low complexity and robust object recognition by advanced
feature matching. Also it can carry out tracking efficiently. As the interest object changes, its region can
adapt to resize the window correctly.

Table 1 shows improved performance in the comparison with existing algorithms of the proposed
algorithm. The proposed method has efficiently decreased processing time to find the matching point
through obtainment of the correct orientation information through an extended orientation window and
reduction of the dimension of the feature descriptor. Therefore our method can improve problems, such
as lost interest target when a similar color exists in the background, and high computational complexity
to recognize an object using feature points.
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Figure 5: Object recognition and tracking results for book.

Figure 6: Object recognition and tracking results for case.

Figure 7: Object recognition and tracking results for cup.

Figure 8: Object recognition and tracking result in complexity environment.

Table 1: Experimental Results.

Method Recogniion Rate[%] Recognition Time[sec]
Proposed Method 95% 0.49

SURF 94% 0.65
SIFT 96% 4.82
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5 Conclusion

Recent researches on large-scale data processing have been actively carried out in the field of cloud
computing. In video surveillance system, to efficiently track a moving object within a video sequence, we
propose robust object recognition and tracking method, using advanced feature matching. The proposed
algorithm recognizes objects with invariant features, and reduces dimensions of the feature descriptor to
reduce computational time. The experimental result shows that our work is more fast and robust than the
traditional methods and can track objects accurately in various environments. As future researches, our
method needs to detect objects in a simple environment and recognize multiple objects on surveillance
system.
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