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Abstract

Space information network includes multi-system integration that involves real-time acquisition,
transmission, and processing over the information systems. Space information network is an impor-
tant strategic direction of China’s 13th Five-Year Plan for the innovation of science and technology,
which is also considered to be the current focus area of national development. Efficient carrying and
the information integration amongst different information services are the major challenges in the
space information networks, which are constantly affecting the performance of system integration.
Motivated by these challenges, in this paper, a Space Information Service (SIS) forwarding mech-
anism is proposed that is completely based on Software-Defined Network (SDN). According to the
complexity of the information service demand, the designing of label tunnel control mechanism and
packet/label mixed forwarding methodologies were executed by referring the concepts of SDN. Sim-
ulation results revealed that the SIS could efficiently achieve high information traffic delivery along
with the management of the network tunnel.

Keywords: Satellite, Space Information Networks, SDN, Services, Geosynchronous Equatorial Or-
bit

1 Introduction

Space information network supports various types of space platforms as a carrier through an efficient
integration of multi-systems [5].Space information network includes Geosynchronous Equatorial Orbit
(GEO) communications satellites, navigation satellites, remote sensing satellites, jets, ground users, and
ground control centers, etc. According to composition of the space information network, relay satellites
and communication satellites operating in different orbits form the backbone of the space-based network,
which is the core part to the system. Remote sensing satellites and navigation satellites utilize space-
based backbone network to transmit the service data, and the whole system is controlled and maintained
by the network operation control center installed on the ground [10] [7] [11].

Figure 1 illustrates one sample scenario of space information network. According to the property of
each subsystems, the network can be divided into the core network, access network, user subnet and user
control center.

• Core network consists of GEO communication/relay satellites.

• Access network consists of the MEO and LEO communication satellites. User subnets can access
the network either through the access network or directly through the GEO communications/relay
satellites.
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• User subnets includes remote sensing satellites, remote sensing satellites subnet, space stations,
ground network and an individual terminals.

• This bullet point statement must be continued with the previous statement or it should be rectified
separately.

The resources in space wireless channel are limited in contrast to the terrestrial networks’ transmis-
sion medium such as cables, twisted pair, fiber, etc. When the transmissions are extended to the field of
space, system will be affected by the ionosphere, thermal radiation, earth magnetic field, space environ-
ment, and mobility [8]. Because of these characteristics/factors of the vast airspace, the data transmission
is continuously suffering from a long delay problem.

In terrestrial networks, IP-based next-generation satellite network has many shortcomings such as
the slow convergence of the distributed routing algorithm, lack of global vision, complex network con-
figuration, non-flexible configuration updates, and lack of management of network services. In addition,
the characteristics of satellite networks also bring more challenges to network performance. The network
dynamic topology attributes to more unstable routing, and as well the interaction of longer satellite dis-
tance and satellite over-the-top transmission of data makes slow updates in global network routing. Thus,
the problem of utilizing the space information network requires an efficient solution that can provide a
highly effective and flexible service delivery process.
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Figure 1: An illustration of the space information network.

Targeting at the heterogeneity of space information network, the characteristics of multitype traffic
and heterogeneous demand of subnet performance are analyzed. In this paper, the authors proposed
a novel SIS forwarding mechanism for achieving the demands of multi-service forwarding of space
information network. This mechanism mainly includes numerous advantages: fully combine the char-
acteristics of space information network system, adopt the software defined network method, realize the
centralized and flexible control of the network [14] [17]; use the packet /label hybrid forwarding method,
labelbased forwarding avoids complex routing table queries and hide the heterogeneity of multiple Layer-
2, effectively achieve quality of service of multi-service. Finally, the simulation results revealed that SIS
could realize the efficient and flexible forwarding of multi-service of space information network.

The rest of paper is structured as follows. Section II gives a brief about the related works. In section
III, the system architecture is elaborated in detail. Section IV illustrates the experimental settings and
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simulation results of our work. Finally, section V concludes our work and discuss some of the future
scope in this work.

2 Related Work

In 1996, NASA had a considerable size of the wide area monitoring network. Nascom, PSCN, NSI,
AEROnet, EOSDIS and Bnet combined to form NASA integrated services network. In 2004, NASA
released a detailed report on the network architecture and technology for the future space information
network formation [3]. The United States proposed the Global Information Grid plan (GIG) for 2020
to achieve end-to-end seamless connectivity capabilities and facilitating with future wide-area spatial
information sharing.

In 2009, for the first time, Intelsat14 high-orbit satellites were equipped with space routers to achieve
space routing and testing for switching technology. China is vigorously promoting the rapid development
of space technology, published as “national space infrastructure, long-term development plan (2015-
2025)” and other related strategic documents. Space information networks heavily rely on the channel
utilization. An efficient mechanism can overcome the issue of delayed transmission in the informa-
tion space networks [16]. These networks suffer from the same issues as observed by the conventional
networks, which can be overcome by utilizing the virtualization technology [18]. Routing is another
paradigm to be handled with these software enabled networks for sustaining the connectivity between
the hosts [6].

Bertaux et al. [2] presented a detailed study on the implantation of the SDN-based network visu-
alization for broadband satellite networks. The authors discussed various use-cases to demonstrate the
utilization and effectiveness of the SDN-based satellite networks. Li et al. [15] utilized the capabilities of
SDN to form an efficient satellite network. The authors primarily focused on the feasibility of using SDN
technology for satellite communication networks. Barritt and Eddy [1] focused on the SDN enhancement
for LEO satellite networks. The authors used SDN technology to overcome the issues of dynamic rout-
ing protocols in LEO communications. However, their technique do not include any transmission criteria
and tunnel formation to allow efficient data delivery between the hosts.

Irrespective of the use of SDNs, Jia et al. [12] provided an approach for collaborative data down-
loading using inter-satellite links. The authors improved the connectivity between the earth stations and
satellite by improving the overall throughput of the network. Guo et al. [9] developed a directional rout-
ing algorithm for space networks by avoiding non-directional and blind transmissions. Chenji et al. [4]
developed a cognitive architecture for space communication networks by integrating different technolo-
gies such as deep learning, cognitive radios and security modules. However, these approaches can be
further improved by lowering the amount of decisions involved in identifying appropriate links by using
a centralized software-controlled node.

3 Proposed Technique: SIS

This section presents various components of the proposed SIS model. SIS adopts SDN system archi-
tecture to achieve high-speed delivery of space information network service data. The following parts
describe the details of each of these components.

3.1 Software Defined Network System Architecture

Based on the idea of software defined network centralized control, the core level is located on the control
plane, as shown in Figure 2. The control plane, which is considered to be the most crucial part of the
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system architecture is also seen as the most complex part of an entire system. This part uses a link
discovery protocol to obtain the global network state, including the network node topology and on-off
states of dynamic nodes. The link discovery module uses the Link Layer Discovery Protocol (LLDP) to
dynamically maintain global topology information. The global topology is maintained by the topology
class. The shortest path is selected based on the priority and business modules. On the other hand, the
routing module uses the topology class information to generate the corresponding service forwarding
policies.
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Figure 2: An illustration of the software defined network system architecture

In the initial case, the packet in the space information network depends on the routing protocol. Due
to the diversity in the types of services in the space information network, the demand for service quality
is higher than that of the terrestrial networks. Therefore, in the process of follow-up packet transmission,
the dynamic control tunnel customization depends on the traffic characteristics of different tunnels. In
addition, it adopts the flow control method on the basis of flow identification to determine the packet/label
hybrid forwarding mode. The research module includes tunnel customization module, PBTSP(based on
Priority and Business Types of the Shortest Path ) module, and business planning module.

3.2 Tunnel Customization Module

Different types of space information services are available in the tunnel for different bandwidth, priority
needs, and control plane establishes a number of virtual channel connections. In the initial phase, the
system statically configures several tunnels. According to the service requirements and initial tunnel,
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packet forwarding process forms a service label path and includes it between the Layer 2 header and the
IP header, as shown in Figure 3. The Label field is 24 bits, TTL (Time To Live) field is 12 bits, and the
packets are forwarded according to the corresponding label.
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Label 
Header

IP
Header

Data

Label TTL

Figure 3: An illustration of the label header structure.

Table 1: Parameters of tunnel structure
parameter Word length(byte) Features

Tid 2 Tunnel ID
Hdpid 8 Tunnel Header Data plane ID
Tdpid 8 Tunnel Tail Data plane ID
Resbw 4 Tunnels reserved bandwidth
Priority 1 Tunnel priority

Traffictype 1 Tunnel traffic type

The tunnel structure includes unique identifier of the tunnel (Tid), data plane node identifier located
at the head of the tunnel (Hdpid), data plane node identifier located at the end of the tunnel (Tdpid), size
of the current reserved bandwidth of tunnel (Resbw), current tunnel label path priority (Priority), and the
tunnel traffic types (Traffictype), as shown in Table 1. The tunnel direction is oriented by the end-to-end
data plane node. The initial stage is the system startup, which includes the static establishment of the
tunnel. According to the structure of the tunnel customization module, the basic parameters of the tunnel
are set and the service tunnel is formed. Next phase includes the setting of the data plane node identifiers
(dpid), backbone routers (BR), and edge router (ER). BR nodes are the core components of the space
information network, and ER nodes connect to a wide variety of subnets.

After the tunnel parameters are determined, the tunnel establishment process is performed. The
working of the tunnel formation is presented as a flowchart in Figure 4.

As soon as, tunnel initialize parameters, function “applyConfTunnels” is called to achieve tunnel
route calculation. The function involves adding of tunnels one by one, setting of tunnel parameters to
meet different way from beginning to ending along with the current configurations of the tunnel. After
the initial tunnel parameters are read, the label path computation procedure calls PBTSP modules on
the basis of the priority and reserved bandwidth for determining the best path for the tunnel. The path
calculation process determines the need to re-schedule the tunnel path and strip the tunnel.

An illustration of the path generation is shown in Figure 5. Two tunnels are designed; one between
BR1 and BR0, and the other between BR1 and BR3. Tunnel connection implies a virtual link, non-solid
physical link, and the physical process through the multiple BR nodes. According to the physical node,
PBTSP module calculates the shortest path, which is considered as a virtual tunnel node.
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Figure 4: Tunnel establishment flow chart.
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Figure 5: An illustration of tunnel to establish a network topology map.
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3.3 PBTSP Module

PBTSP module combines topology information from initial data of the tailored tunnel by using Dijkstra
shortest path algorithm [13]. This data is utilized for service computing to meet the bandwidth and
priority of the label path. In the data plane, when a packet stream cannot determine the flow of data to
the interface, it sends OFPT PACKET IN to the controller through the Southbound interface, and the
controller calls HANDLE PACKET IN function, after which the packet stream is processed.

In the process of label path calculation, according to the packet stream flows and priority needs, it
is necessary for an initial tunnel to judge the bandwidth capacity and traffic types using the function
prototype named as tunnel fit. When the tunnel meets the requests of the demand, it uses Dijkstra
algorithm to calculate the routing path. Using the OpenFlow protocol, flow table entries of data plane
node can be configured to generate the related forwarding entries. An illustration of the PBTSP basic
flowchart is illustrated in Figure 6.
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 Check whether the 24-bit
  prefix is the destination address

and the BR address match

 Send the label switching
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and return the routing
information
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Figure 6: PBTSP basic flowchart.

3.4 Business Planning Module

The different types of services in the space information network include voice services, data services,
video services, image services. Different types of services possess different Quality of Service (QoS)
requirements in terms of bandwidth, delay, packet loss rate, etc. as shown in Table 2.

In terms of bandwidth, data services and image services are mainly obtained from remote sensing
satellites, where the data transmission rate of existing remote sensing satellites are mostly a few 100
Mbps. In addition, The data rates for voice and video services are about tens and hundreds of kbps. It
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Table 2: Different types of Quality of Service (QoS) requirements
business type bandwidth Time delay Packet loss rate Examples of services Business coding
Voice services low low high Voice telephone 0x0001
Data services high high medium Remote sensing 0x0002
Video services medium low high video conference 0x0004
Image business high high medium Remote sensing image 0x0008

can be clearly seen from Table 2 that the bandwidth requirement of voice and video services is smaller
than that of data and image services.

The voice and video services have high demanding requirements on real-time and require lower
delay. Data services require high reliability of data transmission to ensure the correct transmission of
data, whereas voice and video services can tolerate a certain degree of packet loss. To support the
realtime applications, voice and video services use label switching, whereas data and image services use
packet exchange policies.

4 Experimental Setup and Results

The experimental evaluation process of the service forwarding mechanism for the space information
network is conducted using different emulations. By simulating the real environment scene of the space
information network, the core network, the access network and the user subnets are visualized. The
network internal controller node and data plane nodes are designed by specifying the role for each node.

Topology emulation environment, as shown in Figure 7, comprises a single controller mainly located
in the internal functioning of GEO satellites.

BR characters are usually seen as a part of the core network backbone nodes, which is mainly re-
sponsible for service data forwarding. Part of the access network nodes that contain ER characters are
responsible for different types of user’s access subnets. The user terminal subnets (such as personal ter-
minals) are the data source terminals and destination terminals. During the phase of evaluation testing,
the source terminal sends packet messages to the destination terminal with a certain bandwidth and type.
The packets are classified according to the requirements of the service demands, and the related test
items are finally verified.

Controller starts the phase and sends the related control commands to each of the above components
for initiating the phase of transmission. Initial exchange process is between the controller and the data
plane node, which runs according to the capabilities of OpenFlow protocol. It maintains a connection and
information matching between the controller and the data plane nodes for establishing the transmission
agreement. As shown in Figure 8, Wireshark is used to capture the OpenFlow messages.

According to the tunnel parameter configurations, the initialization phase loads the configuration
parameters to initialize the tunnel. The test topology includes H21, H22 and H23 from different subnets
of the different network. ER0, ER1, ER2 are the boundary data plane nodes located at the boundary
of subnets and core network. BR0, BR1, BR2, BR3 and BR4 form the core backbone of the network.
The initial configuration of the tunnel takes place inside the controller. After reading the configuration
information, the controller establishes the corresponding tunnel.

In this network topology, two tunnels are established. These tunnels are one-way static tunnels with
numbers bearing 0x7e00 and 0x7e01. The former allows the service types 0x0001 and 0x0002, and the
later allows any type of service types included. After determining the basic information, the controller
sets the data plane node’s flow table through OFPT FLOW MOD. This is done by calculating the optimal
shortest path based on the label PBTSP constraints.
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Figure 8: An illustration of the data plane node controller and connection establishment packet capturing
process.

The optimal paths of the two tunnels are as follows:

• Tunnel 0x7e00: tunnel path BR1-BR2-BR0, configures the label forwarding table in the data plane
corresponding to the path information.

• Tunnel 0x7e01: tunnel path BR1-BR2-BR4-BR3, configures the label forwarding table in the data
plane related to the path information.
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After successfully establishing the tunnels, the source host uses the packetgen.py to send the re-
lated traffic packets across various subnets. According to the characteristics of the two tunnels, the host
sends three service data traffics from H21 to H22, which are numbered as 0x0001, 0x0002, 0x0008 re-
spectively. H21 belongs to the subnet 192.168.10.0/24, H22 hosts on the segment 192.168.1.0/24, and
H23 belongs to subnet segment 192.168.30.0/24 respectively. Network topology traffics are shown in
Figure 9. H21 transmits the same three types of data traffics to H23. According to tunnel setup paths,
0x7e01 tunnel allows all types of traffic, and therefore, the flow through this tunnel is fully utilized by the
label forwarding process. Since, 0x7e00 tunnel runs only 0x0001 and 0x0002, the H21 to H23 utilizes
these two services to meet the needs of data traffic forwarding label. 0x0008(for service data flow) does
not belong to the tunnel type, hence, it is used for packet forwarding.

Figure 9: An illustration of the tunnel establishment process.

The data plane node entry submissions are based on the OFPT FLOW MOD function of the Open-
Flow protocol. Note that, the tunnel establishment between the core backbone data plane nodes follows
BR to BR relationship. Since, ER0 data plane has no internal flow table for forwarding rules, therefore,
it sends OFPT PACKET IN by OpenFlow protocol packets to the controller, and the controller uses han-
dle packet in to process it. After the controller calculates the forwarding mode, it sends the entry to the
corresponding data plane node.

As shown in Figure 10, flow table contents of ER0 can be found through the command of ovs-ofctl
dump-flows, indicating that, it has received the controller’s control information. It matches the packets
according to the three tuples namely, incoming port, destination IP address and source IP address. In
addition, it determines the outgoing port corresponding to the packet, which is no more a part of the
tunnel.

According to the custom tunnel, when the packet is forwarded from ER0’s port 2, the tunnel goes
into the follow-up label forwarding process. Label forwarding is mainly performed on the data plane
node corresponding to the tunnel. After entering the tunnel, BR1 node adds the label header (Ethernet
header type field replaces 0x8847), and the new forwarding entries, as shown in Figure Figure 11. Sub-
sequent traffic transfer process can be conducted in various ways by using BR label switching node along
with the tunnel. Eventually forwarded to the corresponding ER node, packets are dismantled from the
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Figure 10: An illustration of ER0 flow table contents.

Figure 11: An illustration of BR1 flow table contents.

label header. In addition, subsequent packet forwarding based on the IP is performed, and packets are
forwarded to the corresponding host node.

5 Conclusion and Future Work

This paper introduces the space information service (SIS) forwarding mechanism based on the software
defined network. The authors presented the existing software-defined network technology framework,
and subsequently, utilizes the properties of control and data planes to form the tunnel control and space
data plane for the efficient delivery of packets. The emulation results revealed that the label tunnel
control can dynamically control the tunnel through the periodic flow state feedback information of the
data plane nodes . It is done based on the associated tunnels with different priorities, reserved bandwidth
and service types. Mixed packet forwarding mechanism based on packet/label, modifies the flow table
entries in the data plane node according to a certain policy for the realization of flexible traffic control
and efficient delivery. In the future, on the basis of improving the pre-function, we will focus on the
reliability of forwarding, sdn network management security.
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