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Abstract

Due to the gradual implementation of the Industry 4.0 vision, information technology is becoming increasingly important in industrial control systems (ICSs), such as production systems. Although the digital transformation of ICSs represents the foundation for resource-efficient and flexible industrial plants, this change increases the attack surface, leading to the emergence of new threats. Moreover, ICSs constitute an attractive target for attackers who may disrupt plant operation, causing severe physical/material damages (PD/MD), such as machinery breakdowns. In further consequence, asset owners (i.e., plant operators) may suffer from business interruption (BI) and loss of profit (LOP). Thus, security risks must be managed in all phases of the ICSs’ lifecycle, starting from engineering to decommissioning. Risk assessment is an integral part of the risk management process in which risks are identified, analyzed, and evaluated. In this context, the quantitative assessment is vital, since measuring cyber risks is required to establish an effective decision-making process for security investments. This survey article reviews the state of the art concerning quantitative security risk assessments for ICSs and identifies promising opportunities for future research and associated challenges.

We report that the current state of quantitatively assessing cyber risks for ICSs is characterized by the absence of adequate (dynamic) security risk assessment methods tailored to the peculiarities of ICSs. This is aggravated by the fact that the complexity of the threat landscape increases in the light of Industry 4.0, and historical data on security incidents is lacking. As a consequence, asset owners may fail to quantitatively assess their cyber risk exposure, leaving them uncertain about security decisions. Furthermore, if they purchase cyber insurance in order to transfer the risks of non-PD BI, the underlying problem remains unsolved as (re)insurers potentially take on these unassessed risks. As an initial step to guide individuals seeking to improve the quantification of cyber risks pertaining to ICSs, this article concludes by outlining several directions for further research that are worth pursuing.
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1 Introduction

In the light of the precarious threat landscape of industrial plants as well as the complex interconnections among (i) vendors, (ii) systems integrators, (iii) operators, (iv) insurers, and (v) reinsurers, security risks pertaining to industrial control systems (ICSs) must be managed in a holistic and systematic manner in order to mitigate potential consequences of cyber attacks. In line with the expression of how risks and hazards interrelate, provided by Kaplan and Garrick [58], viz., risk = hazard/safeguards, holistically...
managing security risks for ICSs means that all of the aforementioned parties have to mitigate security threats (i.e., hazards or sources of danger) by applying safeguards (e.g., security measures) in a way that will lead to an acceptable level of risk. According to the ISO 31000 [2], the international standard for risk management, the assessment of risks can be considered as a core element of the risk management process. This includes the following subprocesses: (i) risk identification, (ii) risk analysis, and (iii) risk evaluation [2]. In essence, first, the sources of risks and potential consequences are identified, then the likelihood and impact of risks are analyzed, and, finally, the risks are evaluated to assess the need for subsequent treatment [2]. This standard for risk management leaves the choice of the risk analysis method to users [2]. Although multiple security guidelines and standards (e.g., VDI/VDE 2182 [109]) suggest a qualitative approach (typically based on a scoring system and represented as a risk matrix or heatmap), there appears to be a growing trend toward the use of quantitative methods. The reason for this is that qualitative security risk assessment approaches have been subjected to considerable criticism (cf., for instance, [52, 38, 13]) due to their inherent vagueness. Quantitative risk assessments, on the other hand, aim to provide quantitative estimates of the uncertainty of potential outcomes of events [110]. Obtaining a quantitative understanding of risks can support the decision-making process and is therefore beneficial for improving information security in a cost-effective manner [39]. The IEC 62443 series of standards for ICS security even declares that the definition of security levels and requirements in quantitative terms represents a long-term goal, making cyber risk quantification methods eventually indispensable in the context of ICSs [1, 3]. Toward this end, all three risk assessment steps should foster a quantitative understanding of the security risk exposure.

Quantitative risk assessment methods for assessing the ICS’s safety and reliability (e.g., the quantitative analysis of fault trees) are already well established in the engineering domain [66, 21]. Engineers are actively involved in safety risk assessments, since they provide system knowledge that is essential for understanding the involved risks. Extending this notion to the security domain, methods for quantitatively assessing security risks need to be applicable in production systems engineering (PSE) in order to take advantage of the knowledge that engineers acquire when developing and integrating these systems. Thus, engineers and security analysts may regularly assess the security risks of the ICS to be developed during engineering. In line with the procedural method defined in the VDI/VDE 2182 guideline [109], systems integrators may then hand over results of quantitative risk assessments in addition to the external technical documentation. Asset owners could use these results as a basis for ongoing security risk assessments.

Although standards and regulations, especially in connection with cyber insurance, appear to gradually shift to a quantitative risk-based approach, it still seems that the wide adoption of cyber risk quantification methods remains a vision for the future. Yet, existing survey papers [21, 18] indicate that quantitative ICS security risk assessment is an active field of research within the scientific community, as numerous methods have been proposed thus far. It is therefore necessary to identify unresolved issues, challenges and concerns that need to be addressed by researchers. The work at hand aims to shed light on these unexplored topics. More specifically, the contributions of the article are twofold. First, we review scientific works that fall within the scope of quantitative ICS security risk assessment with the objective to extend existing survey papers on this subject [21, 18]. Second, we highlight research issues that remain to be addressed and provide pointers to research directions that seem to be promising.

The remainder of this article is organized as follows. Section 2 provides background information to establish the context of the work. Section 4 discusses the state of the art concerning (i) threat modeling and security analysis, and (ii) cyber risk quantification, both in the context of ICSs, as we consider these areas fundamental for quantitatively assessing ICS security risks. Based on this, Section 5 presents gaps in the literature and possible future research directions. Finally, concluding remarks are given in Section 5.
2 Background

ICSs can be considered as a subset of cyber-physical systems (CPSs), meaning that the behavior of the “cyber part” of the systems interrelate with the activities that take place within the physical world. As a result, the threat landscape is fundamentally different from that of purely software-based systems. Following the CPS attack taxonomy described in [118], threat actors can launch (i) cyber-to-cyber, (ii) cyber-to-physical, (iii) physical-to-physical, and (iv) physical-to-cyber attacks against CPSs. In other words, threats can not only emerge via the cyber and physical domain, but also endanger assets in both of them. For instance, an adversary may launch a cyber-to-physical attack by remotely exploiting a vulnerability in a programmable logic controller (PLC) to manipulate control parameters, creating low water conditions in a boiler that will cause severe damages to the equipment (cf. [8] for a description of potential cyber-physical threat scenarios). The physical properties add another layer of complexity to assessing security risks, due to the fact that the process under control is closely related to the system under consideration and therefore cannot be ignored. The importance of the physical domain in the context of securing ICSs can be illustrated using findings from intrusion detection research. Adversaries with a deep understanding of their attack target may be able to trigger actions that are legitimate per se, but if viewed holistically (e.g., in relation to preceding control commands), clearly put the system in an unsafe state (countermeasures have been presented, e.g., in [37, 16]). It is evident that to estimate the risks of such sophisticated attacks, knowledge of the underlying physical process is required.

In addition to physical effects, there are several other aspects that are central to the assessment of ICS security risks. The following considerations further motivate our effort to identify research gaps.

A Changing Threat Landscape  In essence, attacks may be executed on any level of the automation pyramid according to IEC 62264-3 [4], viz., (i) physical process level, (ii) field level (e.g., sensors, actuators, controllers), (iii) supervisory level (i.e., SCADA), (iv) operations level (i.e., MES), and (v) enterprise level (i.e., ERP). Strategic initiatives such as Industry 4.0 [57] call for an enhanced connectivity between these levels and the integration of modern IT systems into ICSs, causing the information and operational technology (IT/OT) domains to converge [44]. This convergence contributes to the expansion of the attack surface of ICSs and, hence, leads to drastic changes of the threat landscape. The increased risk of attacks emanating from cyber space requires novel approaches that yield an efficient and manageable threat modeling process for ICSs.

The Importance of Threat Modeling  Threat modeling aims to identify and evaluate attack vectors [100] and can therefore support the assessment of security risks. This activity is typically performed early in the development lifecycle with the objective to identify design issues [100] and, as such, cannot be considered as a substitute for other security-improving efforts (e.g., secure coding practices, penetration tests). However, given the importance of taking security aspects along the PSE process [29] into account and, in particular, during the design phase, threat modeling represents a vital part of security-aware engineering. The developed threat models aid in identifying risk sources and may also further advance the knowledge of possible consequences. Moreover, certain techniques also enable a quantitative understanding of potential threats (e.g., attack–defense trees [62]).

The Need for Cyber Risk Quantification  As already indicated, qualitative risk assessments, in which risks are typically categorized in risk classes (e.g., low, medium or high), appear to be predominant. Although this approach may be more convenient to apply and requires less effort by tendency, the estimates are typically vague [13]. Moreover, analysts may rely on numerical estimates in the decision-making process for security investments [39]. In particular, the treatment of risks should be driven by the cost-
effectiveness of controls. In other words, the implemented security measures should reduce the risks to an acceptable level so that the mitigation costs do not exceed the potential loss incurred by an incident. As obvious as this may seem, risks are in practice often not treated in a cost-effective manner. For instance, the findings of a study conducted by Stewart and Mueller [102] suggests that, given the observed probabilities of terrorist attacks on airports, the costs of airport security measures to prevent them are too high. While this study is not related to information security per se, the results highlight the importance of a cost-benefit analysis, which evidently follows a quantitative approach. Besides the cost-effective treatment of security risks, which primarily concerns vendors, systems integrators, and asset owners, quantitative methods are also vital to the cyber insurance underwriting process (e.g., to calculate the economic impact of security incidents). In the supervisory statement 4/17, published in 2017, the Prudential Regulation Authority states that it “ [...] expects firms to be able to identify, quantify and manage cyber insurance underwriting risks” [90]. These expectations apply to Solvency II firms, referring to affirmative as well as non-affirmative cyber risk. In particular, a special emphasis is placed on non-affirmative cyber risk, i.e., cyber risk that may be implicitly included in insurance policies [90]. According to this supervisory statement, firms are expected to reduce the “silent” cyber risk exposure, i.e., policies that do not explicitly exclude cyber risk coverage [90]. As the Prudential Regulation Authority suggests, firms may (i) increase premiums and offer explicit cover for cyber risks, (ii) introduce exclusion clauses, and/or (iii) limit cover for cyber risks [90]. To achieve these regulatory requirements, the quantification of cyber risks is crucial for (re)insurance providers.

Managing Complexity through Knowledge Transfer  In [18], Cherdantseva et al. determined that risk assessment methods for ICSs may be characterized by a fragmented, disintegrated consideration of the steps in the risk management process. In particular, Cherdantseva et al. [18] point out that establishing the context for the risk management process, according to ISO 31000 [2], is prone to be neglected, because risk analysts may not be able to reduce the complexity of ICSs to manageable levels without omitting fundamental factors, such as the interdependencies of systems. It can be argued that the VDI/VDE 2182 [109] guideline attempts to counter this problem. As this guideline specifies, the activities of vendors, integrators, and operators should be viewed holistically when protecting ICSs, as actions taken by all three parties may affect the security throughout the systems’ lifecycle. In particular, the procedure model proposed in the VDI/VDE 2182 [109] guideline suggests that vendors, integrators and operators work together by exchanging requirements and documentation regarding the security of ICSs. However, since industrial espionage in the context of PSE is a major concern [60], the realization of this approach is challenging. The lack of adequate security mechanisms to protect the PSE process further exacerbates this issue [113] [60].

The Scarcity of Historical Data  In addition, numerous sources (e.g., [18] [21] [94] [114]) state that reliable data on cyber incidents, which would aid the cyber risk quantification step (to derive the likelihood and severity of attacks), is scarce. While property underwriters can rely on an abundance of data and experiences gained over the past several decades, underwriting cyber risks is in its infancy. Information sharing strategies, e.g., as suggested by the World Economic Forum [114], are an attempt to improve the availability of data. Also, this type of risk is still poorly understood. The consequences of cyber attacks against ICSs can be diverse, highly depend on the system under consideration, and can even result in cascading effects. Downtime in manufacturing that causes business interruption (BI) and the resulting loss of profit (LOP), physical/material damages (PD/MD), (vapor) cloud explosion in petrochemical processes, or erroneous product output of industrial processes are the main manifestations of possible negative impacts from cyber attacks against ICSs. The estimation of the potential frequency or probability of cyber attacks is even more complex, since attack vectors and the attackers’ abilities are highly
dynamic variables. Failure to deal with this complexity could induce incorrect assumptions concerning security threats, resulting in too simple, transparency lacking cyber risk models. This may in turn fuel skepticism regarding the use of quantitative methods.

**Cyber Accumulation** The modeling of cyber accumulation poses a further issue that reinsurers must address. When calculating risks of natural hazards (e.g., flood), underwriters can assess the risk exposure with a certain level of confidence, since, for example, a single event is typically geographically bound. As past cyber epidemics have shown, this is not the case when calculating cyber risks. For instance, the **WannaCry** ransomware attack affected more than 200,000 computers in 150 countries, including ICSs (e.g., factories of Nissan, Renault, and Honda) [85]. Since ICSs are not only used in manufacturing, but also in critical infrastructure sectors (e.g., energy), the global spreading of malware could lead to a worldwide “cyber catastrophe”. In a worst-case scenario, multiple reinsurers cannot deal with such accumulated events (e.g., caused by a zero-day vulnerability affecting ICSs), potentially leading to a collapse of the insurance industry. This extreme, but still plausible scenario would have a devastating impact on the economy with long term consequences for our society. As a result, the quantification, monitoring and effective management of cyber accumulation deserves particular attention.

**The Dynamic Nature of Security Risks** Irrespective of whether the insured or the (re)insurer quantifies cyber risks in the course of their risk management or underwriting process, both parties must take account of the dynamics of the risk exposure. It can be argued that this is less relevant to safety risk assessments, where failure behavior leading to hazardous events are comparatively more predictable and better understood [59]. Security-relevant quantitative parameters, such as the probability of a successful attack or the time to compromise, are not static, but rather change continuously during the system’s lifecycle. As a matter of fact, cyber risks can change rapidly, and a single discovered vulnerability may concern a multitude of systems. In this context, the recently exposed **Meltdown** [77] and **Spectre** [61] vulnerabilities, which affect numerous modern processors, serve as prime examples. In addition to newly disclosed security weaknesses, adversary behavior constantly changes. Thus, adversary groups, targeted attack campaigns, and attack trends need to be monitored to ensure that the obtained view on cyber risks is current.

### 3 A Brief Review of the State of the Art

In the following, we give a synopsis of relevant literature, providing a basis for the identification of research gaps presented in Section 4.

#### 3.1 Threat Modeling & Security Analysis for Industrial Control Systems

Due to the changing threat landscape and the increasing complexity of CPSs, including ICSs, a systematic and efficient approach to threat modeling is required. Over the past few years, researchers published numerous works that attempt to address this challenge.

In particular, several papers have been published on system-centric CPS threat modeling approaches. When applying such a system- or software-centric modeling approach, the system (or software) under consideration is first modeled and then used as a basis for finding threats [100]. Data flow diagrams (DFDs) are widely used for representing system components and how data is transferred among them [100]. In [117], the authors evaluate the applicability of DFDs to the CPS domain and extend them with multiple elements that enable users to represent cyber-physical components and interactions. Based on the DFDs, threats can be analyzed, for instance, by applying STRIDE. STRIDE is a mnemonic for
six types of security threats, viz., (i) Spoofing, (ii) Tampering, (iii) Repudiation, (iv) Information Disclosure, (v) Denial of Service, and (vi) Elevation of Privilege [100]. Khan et al. [59] have adopted this way of modeling threats, as their proposed five-step CPS threat modeling methodology utilizes DFDs and STRIDE. To demonstrate how their proposed approach can be put to use, the authors of [59] enumerated threats according to STRIDE using a real-world example, namely a synchrophasor-based system. In [120], Zalewski et al. investigate how the DREAD model [103] and the Common Vulnerability Scoring System (CVSS) [https://www.first.org/cvss] can be used for the assessment of threats in CPSs. The authors have utilized the developed threat models for obtaining the transition probabilities of a Discrete-Time Markov Chain (DTMC) model, which may provide insights into the CPS behavior when under attack. In this way, conclusions concerning the degrading performance or even total failure of CPSs, induced by attacks, can be drawn. Guan et al. [43] have proposed the use of directed graphs for modeling the structural and behavioral characteristics of ICSs for the purpose of risk identification. The authors have shown the benefits of their method (viz., simplicity, flexibility, and preciseness), using a distillation column as a real-world example. Furthermore, there have been research efforts to structure system-centric CPS threat modeling for the purpose of automated processing. In [79], Martins et al. present a threat modeling tool that builds upon the Generic Modeling Environment (GME) [https://cset.inl.gov] to design a metamodel representing the components of CPSs. As the authors have shown in a case study using a real-world railway temperature monitoring system, the model can be analyzed in a systematic fashion owing to the utilization of GME interpreters. Schlegel et al. [98] have attempted to address the issue of bridging the gap between specificity and generality from which existing CPSs threat modeling tools appear to suffer. Their proposed methodology is based on (i) a data model, which includes elements to represent components, threats, impacts, and security control, and (ii) relationships between these elements. Owing to this flexible data model, the authors of [98] claimed that the attainable level of detail of threat models is at the user’s discretion, and algorithms can be designed that automate the analysis.

In addition to system-centric approaches, researchers also studied threat modeling methods in the context of ICSs that focus on the attackers’ perspective (e.g., attack steps, capabilities, cost to attack). For instance, CPS misuse patterns [35] can be used to specify the steps of complete attacks on the basis of architectural aspects. Several scholars (e.g., [15, 108, 115, 96]) also proposed to leverage attack trees (or a variant thereof) for identifying security threats pertaining to ICSs. Attack trees allow to describe attacks against a system in a tree structure (i.e., the root represents the attacker’s goal and subnodes the steps to achieve the goal) [99]. The beauty of adopting attack trees for threat modeling is that its applicability certainly goes beyond the mere identification of risk sources. In particular, the survey paper published by Kordy et al. [63] indicates that the concept of attack trees is widely used for risk quantification purposes. Moreover, research has revealed that attack trees can be automatically generated for analyzing the security of CPSs and the underlying engineering processes. For example, while Lemaire et al. [74] and Depamelaere et al. [23] proposed such methods for conducting CPS security analyses, Eckhart et al. [30] focused on the security of a subprocess of PSE (namely, the testing of industrial automation software).

It is also worth noting that progress has been made toward developing software tools that support users in conducting CPS security analyses. Lemaire et al. [73] reviewed five tools that have been developed for this purpose, viz., CSET [https://cset.inl.gov], Cyber Security Modelling Language (CySeMoL) [47, 101], ADVISE [76, 56], FAST-CPS [72, 75], and CyberSAGE [111]. The authors performed an evaluation using a real-world case study and compared them by means of their required input and the provided output [73]. Interestingly, their comparison has shown that there are significant differences among the tools regarding their input/output and that none of the tools is clearly superior. In view of the overall theme of this article,
it is noteworthy that CySeMoL, ADVISE, and CyberSAGE have quantitative analysis capabilities.

It is self-evident that the quality and usefulness of the output of security analysis tools depends on the input (e.g., details concerning the system’s architecture). In the context of (input) knowledge representation, researchers can also build upon prior work on developing information security knowledge models, for instance, by means of ontologies. Works such as \cite{32,31,34,45,83} discuss ontology-based knowledge models for IT security, while \cite{106} proposes one specifically for the OT domain. Owing to the formal representation of security-relevant information, it has been demonstrated in \cite{42,41,105} that such knowledge-based approaches are particularly well suited for automating ICS security analyses. The sources required for establishing an ICS-specific security knowledge base have been studied in \cite{104}.

In addition to ontology-based approaches, some research efforts have been made in developing risk assessment methods that utilize a (semi-)formal model representation of the system(s) under consideration. For instance, Apvrille and Roudier \cite{6,7} introduced SysML-Sec, i.e., a security extension for SysML that enables engineers to represent security properties as part of SysML diagrams and allows the formal verification thereof (cf. \cite{95} for a review on the state of model-based security risk assessment in the context of CPSs). Moreover, as the survey papers \cite{78,66} indicate, model-driven risk assessment approaches may enable users to leverage the synergies between security and safety and provide the means to conduct a combined analysis.

### 3.2 Quantifying Industrial Control Systems Security Risks

The issue of cyber risk quantification received considerable attention from academics over the past two decades. Among the earliest works that stresses the importance of quantitative security risk assessments was published by Geer et al. \cite{39} in the early 2000s. Since then, numerous papers have been written about leveraging probabilistic risk assessment (PRA) methods to quantify security risks \cite{18}.

In the ICS domain, PRA methods are prevailing when assessing security risks \cite{18} and, according to Cook et al. \cite{21}, are even considered as the de-facto standard. When conducting a PRA, probabilities of undesirable scenarios, which consist of sequences of events (beginning with a start state and leading to an undesirable end state), are obtained based on historical or subjective data using statistical methods (e.g., Monte Carlo simulations, Bayesian networks, Markov models) \cite{21,18}. These PRA methods are also incorporated into methodologies to provide a systematic process on how they can be utilized.

The Factor Analysis of Information Risk (FAIR) \cite{38} is one such methodology. Its underlying analysis process consists of (i) building scenarios on the basis of factors of risks to establish the analysis scope, (ii) acquiring expert estimates and modeling them using PERT distributions, and (iii) performing Monte Carlo simulations for stochastic modeling \cite{38}. Hubbard and Seiersen \cite{52} also promote PRAs and provide a comprehensive analysis on cyber risk quantification utilizing Monte Carlo simulations and Bayesian methods. Furthermore, the authors describe an approach that aims to calibrate the estimates from domain experts, which is central to FAIR, too \cite{38}. In \cite{112}, cyber attack scenarios, targeting an instrumentation and control system of a nuclear reactor, have been generated using Monte Carlo sampling and quantitatively evaluated to determine their effects. Baiardi et al. \cite{11,9,12,10} also published several papers on utilizing the Monte Carlo method for conducting PRAs to quantify cyber risks. They introduce in \cite{11} a tool named Haruspex that receives as input threat scenarios (based on a description of the system and attacker models) and uses the Monte Carlo method to obtain the success probability of simulated attacks. In subsequent works, the authors improve Haruspex by integrating a description builder (i.e., a tool that facilitates creating the scenario description) \cite{9}, extend the notion of Value at Risk (VaR) \cite{56} by introducing CyVar \cite{12}, propose a robustness metric named security stress \cite{10}, and demonstrate their contributions based on an exemplary ICS \cite{9,12,10}. CyVar \cite{12} is of particular interest, as this risk measure indicates how robust a system is with respect to cyber attacks (measured in terms of the time it takes for an adversary to gain a foothold in the system) and the loss incurred (measured in
In this context, it is worth reviewing VaR in order to understand how this notion has evolved from a risk measure commonly used in finance \cite{56,53} to one that finds its way into the information security domain. Simply put, VaR measures the maximum loss in value over a specific time frame that will not be exceeded with a given confidence level \cite{56,53}. Following the introductory example of VaR described in \cite{56}, a financial institution may calculate that for a time window of one trading day the VaR of its portfolio is $50MM at the 99% confidence level, meaning that the probability of exceeding the loss of $50MM is 1%. Controlling risk based on this measure is thoroughly understood \cite{56,53}, which may make its application also appealing to decision makers in charge of information security investments. Indeed, CyVar proposed by Baiardi et al. \cite{12} is not the only work that builds upon VaR. As a matter of fact, several others exist \cite{93,68,114,54,97,86} that discuss the application of VaR in the context of cyber risk quantification. For instance, in 2013, Raugas et al. introduced the *CyberPoint CyberV@R* model \cite{93}, which takes as input attack trees (augmented with information about countermeasures, assets, and the infrastructure) and computes a probability distribution representing the loss likelihood for a given time frame, allowing to calculate the value at risk. Bayesian networks (constructed based on the attack trees) and Monte Carlo simulations represent vital parts of CyberV@R, since they are used for modeling joint probability distributions of losses and for random sampling to compute VaR, respectively \cite{93}. In addition to CyberV@R, the World Economic Forum (WEF) started an initiative that led to the *cyber value-at-risk* (Cyber VaR) concept \cite{114}. Cyber VaR comprises three main components that need to be considered when quantifying the VaR induced by cyber threats, viz., vulnerabilities (e.g., as per known weaknesses and defenses in place), assets (tangible and intangible), and the profile of attackers (e.g., types and motivation of adversaries) \cite{114}. Although the report does not provide a detailed description on how to calculate Cyber VaR, it suggests the use of Monte Carlo simulations \cite{114}. Cyber risk practitioners from Deloitte further developed the Cyber VaR model and showed in a case study with major Dutch organizations how it can be applied \cite{54}. Ruan \cite{97} introduced the units *BitMort* and *hekla* based on MicroMort \cite{48} and VaR, which can be used for measuring the economic impact of cyber risks pertaining to digital assets. A similar rationale is behind *IoT MicroMort* \cite{92}, i.e., a cyber risk unit specifically for the Internet of Things (IoT). While it can be argued that in industrial facilitates safety is paramount and digital assets (e.g., personally identifiable information, intellectual property) take on a secondary role in terms of their criticality, a gradual increase of their digital value and the prevalence in ICSs appears to be associated with the adoption of Industry 4.0 applications (e.g., due to the processing of trade secrets and potentially sensitive customer requirements for the purpose of mass customization).

As already indicated, Bayesian networks have been proposed in the literature for the quantitative analysis of security risks (e.g., \cite{116}). *Bayesian Attack Graphs (BAGs)* \cite{89} represent a valuable extension of Bayesian networks, as they enable to model dynamic security aspects. In particular, the beauty of BAGs is that information concerning occurred incidents can be factored into attack graphs in order to update the probabilities of nodes in the attack chain, meaning that different outcomes of attacks are reflected \cite{89}.

Researchers from KTH have developed the CySeMoL \cite{47,101} that builds upon a template for a probabilistic relational model (PRM) \cite{40}, which enables the generation of a Bayesian network from an object model, representing the system architecture to be analyzed, attack steps and countermeasures. Based on the user-supplied input, the implementation of CySeMoL provides likelihood estimates for cyber attacks, which are carried out by a penetration tester against the modeled system within one week. In a subsequent work \cite{46}, the authors propose the *Predictive, Probabilistic Cyber Security Modeling Language (P²CySeMoL)* that extends the CySeMoL’s scope, improves its computational efficiency and relaxes attack assumptions. Other scholars from KTH have also taken up the challenge of developing cyber risk quantification methods. In \cite{55}, Johnson et al. have introduced *pwnPr3d* that constructs attack graphs from a system model and estimates the attack likelihood by means of probability distributions.
over the time-to-compromise for attack steps in the graphs.

Security modeling with *Boolean logic Driven Markov Processes (BDMP)* [88], which are composed of attack trees whose leaves are represented as Markov processes, provide another way of performing dynamic security risk assessments. The authors state that the proposed approach is well qualified for this use case, due to the powerfulness and expressiveness of the BDMP formalism while ensuring that its models are still readable and scale. Le and Hoang [70] have also studied Markov processes and their use for modeling security threats. Their proposed method is based on Markov chains and the transition matrices are derived from CVSS scores.

It seems that the aforementioned underlying probabilistic models also lend themselves well to assessing security risks in ICSs, since the approaches proposed in the literature are based on, inter alia, Bayesian networks and Markov models. Table I provides an overview of relevant works on quantitative security risk assessment methods that have been applied in the ICS domain.

On a final note, in contrast to quantitative security risk assessment methods for (business) IT systems, taking on a control theory perspective on risk assessment for ICSs can be particularly advantageous [107]. This perspective is also worth considering when quantifying the physical and economic impact of cyber attacks against ICSs [51, 84, 50].

4 Issues, Challenges, and Future Research Directions

The purpose of this section is twofold: First, we highlight open research issues that have been determined by reviewing the state of the art in the area of quantitative security risk assessment for ICSs. Second, based on the discussed open problems, we derive research directions that seem to be worth pursuing.

4.1 Research Issues & Challenges

In the following, we discuss research issues and challenges that primarily concern systems integrators and asset owners. The rationale behind focusing on these two parties is that they are in the position to draw on existing knowledge gained from engineering and operating ICSs, which can be leveraged for cyber risk quantification purposes. Efforts to promote the sharing of information on security risks among organizations (e.g., as per the WEF’s virtuous circle of cyber quantification [114] or the executive order 13691 issued by President Obama [82]) have been initiated with the notion that they are aware of cyber risks and capable of maintaining relevant information. We hypothesize that addressing the identified research issues will enable systems integrators and asset owners to obtain more reliable estimates of security risks. In this way, information sharing among organizations may gain momentum, which would clearly have a positive impact on the cyber insurance industry as well.

**An Insufficient Integration of Security Modeling Languages into PSE**  As indicated in Section 3.1 representing security know-how to aid risk identification is a major area of interest within the field of information security. Although relevant modeling approaches proposed in existing works (e.g., ontology-based [106]) already provide rich semantic models to represent security know-how specific to ICSs, they do not support a seamless integration into PSE. In other words, security and domain experts have to model the target of inspection (e.g., the production system to be engineered) from scratch, requiring significant manual effort. A first step toward the integration of security modeling into PSE has been taken just a few years ago, as Glawe et al. [42, 41] propose the use of the Semantic Web Rule Language (SWRL) to logically connect engineering and security know-how, existing in AutomationML (AML) artifacts and a knowledge base built with the Web Ontology Language (OWL), respectively. This approach allows to reuse engineering artifacts for conducting security analyses. While their approach provides the
<table>
<thead>
<tr>
<th>Ref.</th>
<th>Year</th>
<th>Methodology</th>
<th>Probabilistic Data Source(s)</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>[80]</td>
<td>2006</td>
<td>Based on compromise graphs, i.e., directed graphs representing attack steps (nodes) and estimations of the time required for an attacker with certain capabilities to reach these steps (edges).</td>
<td>Time-to-compromise is modeled as a random process, considering three cases of the attacker's state (e.g., exploit available) and using an expert-based estimation of probability distributions.</td>
<td>Case study with a SCADA system consisting of eight devices. Risk reduction estimates for different attacks are provided.</td>
</tr>
<tr>
<td>[65]</td>
<td>2012</td>
<td>Utilizes the BDMP formalism, which employs attack trees and Markov processes. Triggers in models link attack steps and enable the representation of the dynamic properties of attacks (e.g., sequences, conditions). BDMP leaves are modeled as the time needed for their realization (exponential distribution with a certain parameter) or as the probability of them occurring. Leaf values were estimated by the authors.</td>
<td>BDMP leaves are modeled as the time needed for their realization (exponential distribution with a certain parameter) or as the probability of them occurring. BDMP models of the Stuxnet attack, including quantification results (e.g., function relating attack success probability to time), are given.</td>
<td>Different ICSs are considered for applying the proposed methods, i.e., automating risk assessment [9], CyVar [12], and security stress [10].</td>
</tr>
<tr>
<td>[9]</td>
<td>2014, 2015</td>
<td>Scenario descriptions concerning the system, vulnerabilities, threat agents, and elementary attacks are obtained. Attacks are simulated by using the Monte Carlo method, generating random samples for computing statistics indicative of cyber risk.</td>
<td>CVSS scores of vulnerabilities are used to estimate the success probabilities of elementary attacks. Monte Carlo experiments on agent behavior yield the success probabilities of complex attacks.</td>
<td>Exemplary ICS, with assumptions concerning its security weaknesses, was used. Three of the most probable attack scenarios are provided.</td>
</tr>
<tr>
<td>[47]</td>
<td>2015</td>
<td>Based on a template for a PRM that includes details about an ICS-specific object model. Bayesian networks, representing attack paths, can be generated to calculate the success probability of attacks.</td>
<td>Literature was used for obtaining the probabilities of certain attack steps (e.g., password cracking). In most cases, the authors had to resort to estimations from domain experts.</td>
<td>Verification (domain-dependent &amp; independent) and validation (by means of interviews/surveys with experts and a Turing test) was performed.</td>
</tr>
<tr>
<td>[49]</td>
<td>2017</td>
<td>Uses Bayesian networks with Leaky Noisy-OR (LNOR) gate (to account for unknown attacks) and parameter learning, viz. batch learning (offline, historical data) and incremental learning (online, real-time security events). Parameters are also learned incrementally from observations.</td>
<td>Authors propose the expectation–maximization (EM) algorithm to fill missing values in attack sample dataset used for batch learning. Parameters of Bayesian networks are updated via incremental learning with data collected from the ICS in real-time. EM algorithm is used to deal with incomplete data.</td>
<td>Case study with a sample ICS for a chemical process. Three experiments were conducted to evaluate offline, online learning, and the capability to assess the risk of unknown attacks.</td>
</tr>
<tr>
<td>[20]</td>
<td>2018</td>
<td>Decision networks, which extend Bayesian networks, are used to model attack–defense scenarios, including a consideration of the costs of countermeasures. Data were collected from testbed simulations performed as part of a research project. Authors suggest that using a risk rating scale could yield similar probabilities.</td>
<td>Different ICSs are considered for the Tennessee Eastman process. The accuracy and dynamics of the method have been evaluated.</td>
<td>Case study with an exemplary ICS. Quant. analysis (success probability, importance measures, risk and impact metrics, return on investment) illustrates the method.</td>
</tr>
<tr>
<td>[87]</td>
<td>2018</td>
<td>Similar to [20], Bayesian networks and parameter learning are used. Bayesian networks are built from a knowledge base comprising information about vulnerabilities, device functions, and possible accidents. Parameters of Bayesian networks are updated via incremental learning with data collected from the ICS in real-time. EM algorithm is used to deal with incomplete data.</td>
<td>Parameters of Bayesian networks are updated via incremental learning with data collected from the ICS in real-time. EM algorithm is used to deal with incomplete data.</td>
<td>Case study with a simulated ICS for the Tennessee Eastman process. The accuracy and dynamics of the method have been evaluated.</td>
</tr>
<tr>
<td>[22]</td>
<td>2018</td>
<td>Focuses on the risk analysis during security incidents. Consists of a risk analysis model for incidents, an elicitation technique for the incident likelihood, and a categorization model for ramifications of incidents. Based on the qualitative interpretation of likelihood (i.e., probability ranges) and takes the oddness of events into account.</td>
<td>Method is demonstrated step-by-step with an illustrative example, i.e., a well drilling system of an oil &amp; gas ICS that is infected with a wiper malware.</td>
<td></td>
</tr>
</tbody>
</table>
means to identify risks that have its roots in the plant design (e.g., PLC has an unprotected USB socket), an augmentation of quantitative attributes that could be fed into probabilistic models is lacking. As a consequence, quantitative methods may be of no avail, given that information required for performing PRA cannot be directly retrieved from security models, even though relevant data may implicitly exist in engineering artifacts to some extent (e.g., cost of components, sources of PD, digital assets).

**A Poor Understanding of Potential Consequences** The estimation of physical and economic effects caused by potential attacks against ICSs is essential for performing quantitative security risk assessments. Due to the fact that consequences of cyber attacks can be diverse and affect both tangible and intangible assets, estimating potential consequences represents a challenging endeavor [13]. However, it has been argued that assessing the impact of cyber incidents affecting the OT infrastructure tends be easier than those occurring in the IT, since the disruption of plant operation, caused by (accidental) failures, is generally well understood [119]. Yet, identifying and, in further consequence, quantitatively assessing potential consequences of cyber attacks against ICSs is a continuing concern, as there seems to be a general lack of research in this area. As already mentioned in Section 3.2 only a few scholars ([51, 50, 84]) have studied quantitative methods for assessing the impact of cyber-physical attacks thus far. Motivated by the need to improve the understanding of direct and indirect consequences, novel methods that source potential economic losses and physical impacts from engineering artifacts, including plant models, are required. Furthermore, it is worth noting that this research issue is also associated with the lack of integration of security modeling languages in PSE, since (i) they must support the representation of information indicative of incident severity, and (ii) they should fit naturally into PSE, allowing to easily draw on engineering data.

**The Need for Automated Modeling of Sophisticated Cyber-Physical Attacks** Another research opportunity in the context of risk identification is the automation of threat modeling activities. Enumerating possible threats can be a challenging endeavor, especially if the target of inspection is characterized by high complexity, as is the case with ICSs. Thus, threat modeling ought to be automated to a great extent, allowing security professionals to concentrate on subsequent (sub)processes of risk management. Considering the increasing amount of works that have been published on automated threat modeling and analysis in the past few years, it seems that this research area has been gaining traction recently. However, as suggested in a survey paper on model-driven security risk assessments published by Rocchetto et al. [95], previous work on automated threat modeling has not dealt with identifying cyber-physical attack chains. As Rocchetto et al. [95] correctly point out, an interconnection between vulnerabilities may exist, meaning that the exploitation of one weakness could lower the cost for an attacker to exploit several others. The past has shown that cyber attacks against ICSs often qualify as Advanced Persistent Threats (APTs), comprising multiple attack vectors and stages, involving numerous target hosts that attackers may compromise in order to pivot to the ICS’s control level (cf., for instance, Stuxnet [69, 33]). These attacks targeting ICSs can also be considered as high-impact, low-frequency (HILF) events [21], in extreme cases often referred to as “black swans”. Due to the criticality of such events, methods for automated threat modeling have to be equipped with new capabilities that support the identification of relationships between potential security weaknesses and possibly also between OT components. We consider the work by Puys et al. [91] as an initial step in this direction, since they propose an approach that automatically identifies possible attack scenarios considering that an attacker already gained a foothold in the ICS.

**The Lack of Dynamic Risk Analysis Methods for ICSs** Due to the fact that the threat landscape, as well as the ICSs themselves, change throughout their lifecycle, cyber risks cannot be considered as static.
As indicated in this literature review and reported in the survey paper [18], security researchers started to show interest in dynamic risk analysis methods, which alleviate this problem. Since dynamic risk analysis methods appear to be more prevalent in the safety and reliability domain, already established concepts that originate from safety engineering may also be adaptable to fit the needs of performing security risk analyses (e.g., dynamic fault trees, BDMP) [65]. Thus far, only a few researchers (e.g., Kriaa et al. [65]) have investigated dynamic risk analysis methods in the context of ICSs. As a result, we argue that adequate dynamic security risk analysis methods, which are tailored to the characteristics of ICSs and take the cyber-physical cross-domain properties into account, are in need of further investigation. This is in line with the findings of Cherdantseva et al. [18], who indicated that the insufficient level of detail in analyzing risks pertaining to ICSs and the missing holistic perspective poses a research challenge worth addressing. Moreover, we identified a notable lack of approaches that incorporate real-time data gained from security monitoring systems or threat intelligence services, which, in further consequence, could also impede risk response. While some encouraging initial results on leveraging data obtained from technical components for quantitative, dynamic security risk assessments have already been reported (e.g., in [5]), considerably more work needs to be done to implement an ICS-specific real-time data pipeline and the underlying probabilistic models.

Dealing with the Paucity of Historical Data

In [21, 18] the authors determine the need for reliable sources of historical data on cyber attacks against ICSs, as the absence of data represents a key research challenge for the application of PRA methods. Both survey papers [21, 18] suggest that this issue may be overcome by utilizing testbeds (e.g., as attempted in [24]) or simulation platforms to launch controlled attacks against replicas of the real ICSs; thereby, generating valuable data that can be used for PRA methods. We support the idea of employing simulation platforms for this purpose and confirm that this problem still remains unresolved. In particular, there are two challenges that deserve attention: First, methods to efficiently realize simulation platforms for risk assessments, which are neither bound to specific scenarios nor require extensive manual adaptation to fit the industrial setup at hand, are needed. Second, it is unknown at present how synthetic data, which is both representative and reliable, can be obtained from simulated attack scenarios. Moreover, from the literature reviewed and the findings reported in [21, 18], it becomes evident that existing cyber risk quantification approaches predominantly resort to subjective information (e.g., expert opinion). In this context, future work is required to investigate the representation of expert judgment in engineering knowledge bases as well as the efficient extraction thereof. Another way of dealing with the lack of historical data is to source relevant information directly from the ICSs, assuming that it is already in operation. Building upon existing research conducted by Allodi and Massacci [5], data could be leveraged from the IT/OT infrastructure to feed (dynamic) cyber risk models. More research in this area is definitely required to determine the limitations of this approach.

4.2 Future Research Directions

Based on the described shortcomings of existing works and the open research issues, we provide suggestions that may serve as a starting point for future research. In the following, we describe three research directions that we consider particularly promising.

Risk Identification Based on Engineering Data

Researchers have not yet examined how threats and potential consequences of cyber attacks against ICSs can be automatically identified based on engineering information in order to perform a quantitative security risk analysis. Unlike previous works that leverage AML artifacts (e.g., [41]) to spot potential security weaknesses, a special emphasis may be placed on the automated extraction of relevant information from similar sources of engineering knowledge for the purpose of feeding probabilistic models, thereby setting the stage for quantitative risk anal-
yses. In particular, researchers may aim at designing these methods in a way that they can be embedded into PSE; thus, allowing to reuse a considerable amount of know-how, which systems integrators maintain about the plant to be built, for risk identification. Based on this, the developed methods should have automated threat modeling and analysis capabilities, including the identification of potential consequences and a consideration of the involved costs both from the attacker’s and defender’s perspective (e.g., time-to-compromise, cost models for PD/MD and BI). Moreover, these methods need to support the identification of complex cyber-physical attack scenarios, as insights into possible paths that attackers might take as well as the interconnections of potential vulnerabilities are essential.

**Dynamic Risk Analysis Methods for ICSs** Further research is needed to develop security risk analysis methods that provide a sufficient level of detail by gearing them to the specificities of ICSs while ensuring that they are still able to cope with the complexity of these systems. Particular attention should be paid to their dynamic characteristic, which has to be reflected both in their underlying stochastic model and the way how probabilities are updated. The developed cyber risk model should provide the means to create holistic risk profiles spanning over multiple phases of the ICS’s lifecycle and account for the dynamic aspects of information security, rather than providing a merely static perspective. Furthermore, the knowledge required to update probabilities in real-time may be sourced from security monitoring components (e.g., intrusion detection systems) and relevant threat intelligence sources (e.g., feeds, honeypots).

**Digital Twins to Support Quantitative Security Risk Assessments** As already mentioned, the problem of efficiently creating virtual ICS environments in order to simulate attack scenarios and thereby generate valuable data that can be used for security risk assessments remains unresolved thus far. Addressing this issue requires innovative methods concerning the development of simulation platforms that lend themselves well for assessing security risks. In this context, it may be worthwhile to make use of the concept of digital twins. A digital twin virtually replicates its physical counterpart, such as an ICS, and can be employed for security-improving use cases [28]. It has been shown in [27, 25, 26] that engineering-related data (e.g., the specification of ICSs) allows to create such digital twins in an efficient manner and exploit them for the purpose of intrusion detection. As we also indicate in [28], it would be interesting to further explore how attacks against digital twins can be executed. The results of these virtual attack simulations could then be factored into cyber risk models. Although there are scientific works on the subject of ICS attack simulation for the purpose of assessing the impact (e.g., [17, 14, 67]), no research has been found that deals with simulation-based approaches for attack likelihood estimation. Thus, it would be interesting to investigate whether digital twins, which may even run in parallel to their physical counterparts during the operation of the ICS, can remedy the issue of probabilistic data scarcity.

### 5 Conclusion

In this article, we have briefly reviewed the state of the art in the area of quantitative security risk assessment, specifically in the context of complex industrial systems, and including a consideration of cyber insurance aspects. Furthermore, we have identified research gaps and have made suggestions for future research. In essence, this article informs researchers and practitioners about the fundamental issues and opportunities pertaining to the identification, quantitative analysis, and evaluation of ICS cyber risks, aiming to stimulate joint efforts in this interdisciplinary field. Figure [1] summarizes the identified research issues, research directions, and relevant scientific works that readers can use as a foundation for their future research.
Figure 1: Overview of identified research issues and opportunities in the area of quantitative security risk assessment for ICSs, including a broad classification of literature that may be used as a starting point for future research.

Qualitative risk assessment methods still have a strong presence in ICS security standards and guidelines (e.g., IEC 62443, VDI/VDE 2182), yet, questions have been raised about their usefulness. We advocate quantitative methods and argue that the cost-effective risk reduction and cyber insurance underwriting make their application necessary. However, several problems arise when seeking to apply them for analyzing ICS security risks, creating barriers that hinder their adoption. In particular, the continuously evolving and complex threat environment in which ICSs function, the impediments concerning the sharing of security-relevant information among parties, the paucity of historical data on security incidents, and accumulating cyber risks are issues that deserve attention. Thus far, researchers have already taken the first steps in addressing these issues, but numerous challenges remain to be tackled.

The findings from this work lead to the conclusion that quantitatively assessing ICS security risks is still in its infancy. Research in this area is driven by the anticipated benefit of reducing uncertainty concerning cyber risks for decision support. Although it appears that quantitative methods are slowly gaining traction, little effort has been made so far to test the validity of proposed approaches and examine their limitations in detail. Thus, we expect that they need to gain more scientific credibility until companies in the industrial automation sector will make the shift toward a more quantitative security risk...
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