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Abstract

Cybersecurity in Robotics is a rapidly developing area that draws attention from practitioners and
researchers. An increase in cyber-attacks, combined with the development of automated processes,
introduces new threats that must be addressed to secure information assets and promote trust in
robotics systems. Thus, as robotics can be applied to many facets of an organization and adopted
in different sectors, it is critical to evaluate cybersecurity risks in robotics platforms and understand
how robots will affect tomorrow’s cybersecurity strategy. In this paper, we identify existing prob-
lems in managing cyber-security in robotics and provide an overview of the critical cyber-security
countermeasures in robotics. We also analyze the scientific approaches to managing cyber-attacks in
robotics. In particular, we focus on the types of robotic systems that are more prone to cyber-attacks,
the main cyber-attacks performed on robots, and their developments. Finally, we offer examples of
common attacks and propose directions for further advances in this area. Various approaches and
recommendations are discussed in this area to increase and improve the security level of robotic sys-
tems. The approach adopted in this work was helpful to understand how to make a robotic system
more resilient and reliable from a security perspective.
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1 Introduction

In the last decade, the field of robotics has been pervaded by the emerging technologies like Machine
Learning and AI (Artificial Intelligence), IIoT (Industrial Internet of Things), human-machine collabo-
ration or autonomous mobile systems [67]. Therefore robots have become ”intelligent” and represented
a important resource for digitization in the manufacturing industry1.

As analyzed by IFR (International Federation fo Robotics) the market value for professional service
robots increased by 32% to US$ 9.2 billion in 2018 (over 2017), driven by a 60% increase in unit sales of
logistics systems. Sales of robot vacuum cleaner are also dominating the rise in the number of personal/-
domestic service robots. The majority of these robots are used in non-manufacturing environments, such
as warehouses and hospitals, but some are also used in factories or transportation sectors(professional
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robotics). The rapid increase in sales of logistics systems is partially due to an expansion in the field
of e-commerce; technology advances have, thus, expanded the range of tasks logistics robots, opening
avenues to different areas. For example, logistics robots equipped with sensors can be programmed
with the help of data from sensors; they can create a map of their environment and elaborate obstacle
avoidance strategies through sophisticated algorithms 2.

However, this process of diffusion needs to meet some critical requirements, such as cost of pro-
duction, ever-changing market demand, and user safety [17]. In this context manufacturers often over-
look cyber-security aspects during the design and production phases. Robotic applications, such as
autonomous cars, drones, entertainment robots, medical robots, are among the most exposed to cyber-
security vulnerabilities [41]. Therefore, it is necessary to have a good understanding of the robotics
system to assess security risks and threats. The most critical challenges are those relating to the rapidly
changing consumer trends, shortage of resources and skilled workers, aging society, demand for local
productions and cyber-security risks looming over the dawn of a yet immature industry.

Although the integration of information technologies (IT) represents an important step towards ob-
taining more smart and flexible robotic systems, it introduces some critical aspects, especially in the con-
text of cyber-security. As illustrated by the National Institute of Science and Technology (NIST) [93],
compromised robots can have a digital and physical impact on the environment in which they operate.
Therefore, it is critical to manage security and safety in robotic systems. Usually, to assess the strength
of a robotic system in terms of cyber-security, it is possible to adopt the following procedures:

• Threat modeling (Identifying attack vectors);

• Vulnerability assessment (Penetration testing);

• Assignment of level risk of the vulnerabilities;

• Identification of cyber-attacks and the vulnerabilities;

• Prioritization and implementation of related countermeasures.

As for the first step, as suggested by Vilches et al. in [87], we can use a specific set of guidelines to
identify vulnerabilities in a system. The author proposed a framework named Robotic Security Frame-
work to assess robotics systems, which is helpful to classify attacks vectors in the following categories:
Hardware, Network, Firmware/OS (Operating System) and Application level. Similarly, other cover this
topic [17], [44].

Khalil et al. in [41] introduced the Robot Attack Tool (RAT). Using this tool, it is possible to im-
plement risk assessment in a robotic platforms. The author used two mobile robots, respectively Mobile
Eyes and arnlServer and through the RAT identified the risks according to CIA -Triad (Confidentiality,
Integrity, and Availability).

However, although they explored the impact of cyber-attacks on robotics, they didn’t analyze the
technologies involved in great details.While new technologies provide the potential for maximizing the
capabilities of robots, they also increase the need to pay closer attention to the ”safety and security”
issues, in particular Kirschgens et al. [44] discussed how the lack of security might cause safety reper-
cussions; they identified three principal areas of conflict: a) Human loss and injuries b) Data theft and
privacy issues and c) Reputation issues. These aspects will be discussed in chapters 2 and 4 [80].

Contribution - As mentioned by Kirschgens in [44], ”Robots traditionally employed in industry are
being replaced by collaborative robots. Moreover, robotics is becoming increasingly intertwined with
facets of IT such as the cloud, mobile devices and the Internet of Things (IoT). And, unlike traditional

2https://ifr.org/post/market-for-professional-and-domestic-service-robots-booms-in-2018
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robots, the coming generation of these machines is being envisioned and designed to gain more auton-
omy.” An increase in cyber attacks, combined with the development of automated processes, introduces
new cyber risks that must be addressed to secure information assets and promote trust in robotics systems.

As robotics can be applied to many facets of an organization, it is necessary to address cyber security
risks in robotics platforms as well as understanding how robots will affect tomorrow’s cyber security’
strategy. The purpose of this survey is to highlight existing challenges in managing cyber-security in
robotics and provide an overview of the critical cyber-security countermeasures in robotics.

In particular we focused on what are the types of robotic systems more exposed to cyber-attacks,
what are the main cyber-attacks performed and how they have been developed as regard aforementioned
levels (Hardware, Network, Firmware/O.S., Application).

This approach is helpful to understand how the most used attacks evolve and how is important to
know robotic system to be able to perform them. Our work emphasizes how to make a robotic system
resilient we must keep in mind: Type of robot, type of attack and evolution of the same in the specific
system. We present a classification of many attacks in the literature. We also identified the research
directions where we believe we should invest to improve the IT security of these systems.

Structure of Survey. This paper is organized as follows Section 2 discussed what is a robotic system
e what is changed respect to the last decades. Section 3 shows the current regulatory environment from a
safety, security and privacy perspective. Section 4 we analyzes current threats and examples of attacks in
robotic systems. Whereas Section 5 defines the current research issues on the topic. Finally, in Section 6,
we summarize the main research findings and recommend future research directions.

2 Robotic Systems

With the rapidly increased power of technology, robots have significantly increasing their level of func-
tionality. Robotics is traditionally considered as ”the art of system integration” of robots. It’s modular
nature provides a wide range of usage options. The majority of robots are equipped with the ”ability” to
sense, process, and act with the world around them. The field of robotics benefit from continued advance-
ments in a variety of disciplines, such as mechanical engineering, computer science, material science,
sensor fabrication, manufacturing techniques, etc. [57]. Robots are designed for specific tasks, such as
assembling or repairing, which may not be readily adaptable for other applications. Over the last two
decades, several authors have attempted to tackle this problem and explain the unusual characteristics of
robotic systems.

CPS and Robotic System
Although our research doesn’t specifically focus on robotic systems, it is important to clarify the

difference between robotic systems and Cyber-Physical Systems (CPS). We propose this distinction to
help the researchers to individuate the peculiar aspects of robotic systems: in fact these differences can
be useful to analyze the issue in the field of cyber-security:

• According to Sabaliauskaite et al. [29]”Cyber-Physical System (CPS) is a system that can effec-
tively integrate Cyber and Physical components using the modern sensor, computing, and network
technologies”.

• ISO 8373 define a Robot as electro-mechanical system composed of a multi-axis manipulator, a
control system, an “operator interface,” and its hardware and software communication interface.
Other authors define robots as: ”It is a complex system integration composed of heterogeneous
hardware and software” [69], a mechatronic device which also includes resourcefulness or auton-
omy 3.

3https://www.galileo.org/robotics/intro.html
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The main differences between a CPS and a Robot is that the latter can have a different motion range,
number of controllers to perform tasks and end-effector tools ad hoc for each tasks. Conversely, a CPS
can’t be necessarily designed or structured to move in 2D/3D space. To perform their functions Robots
are generally designed (see Fig.n.1) as follow [92]:

• Sensing This function helps robots perceive their environment and share information with the
other modules or systems or their users.

• Actuation This function enables robots to interact physically with the environment.

• Cognition This function(computation and coordination) allows robots to anticipate the effects of
their actions as well as the activities of the human users around them.

• Energy The purpose of this function is to provide power to their system or subsystems.

• Communication This function allow robot to connect with other modules or interfaces through
(external) communication channels.

• User Interface (UI) This function enables robots and their components to be inter-operable and
visible during human-robot interactions. Examples include tools, such as joysticks, tactile screens
and voice input.

From the analysis of the literature, we identified the robotic systems according to a criteria of inclu-
sion in relation the adoption of digital technologies:

• Articulated arm robots;

• Humanoid and social robots;

• Unmanned Vehicles:

– Ground Vehicles (UGVs) and other ground robots;

– Underwater Vehicles (UUVs);

– Aerial Vehicles (UAVs).

This classification, although relevant for discussion, is very generic and has several limitations, for
example, classifying method robots doesn’t have to be limited to their mechanical structure, since it is
also necessary to identify the general characteristics of robotic systems, their functionalities and their
components. Autonomous systems are a type of robot that are not controlled by human ( [17], [18]),
others scholars examined robots used in tele-operation mode ( [65], [80]). In this analysis, we will
extend this classification scheme by focusing on the main cyber-aspects of robotics.

In particular, in the context of robotics, cyber security has the purpose of protecting robotic systems
from cyber-attacks and minimizing the impact that unavoidable vulnerabilities may have. Often, this
task can be challenging, and it is necessary to introduce some specific requirements to be met so that it is
possible to develop effective policies and procedures. These requirements are generally grouped within
the ”CIA Triad”(see Table n.1), which refers to the three pillars cyber security is based on, namely
”Confidentiality,” ”Integrity”, and ”Availability”.

Confidentiality: Confidentiality refers to an individual or an organization’s efforts to keep controlled
the access to data in order to avoid unauthorized disclosure and ensure that only those who are authorized
have access to specific assets. This requirement can be violated in many ways, from direct attacks
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Figure 1: Robot general design

(e.g. man-in-the-middle attacks) to unintentional or accidental violations caused by human errors or
inadequate security controls.

Integrity: Another factor that may undermine the security of in a robotic system is the violation of
their integrity, which implies the possible modification or deletion of data. It is a risk to which robots are
constantly exposed, which can be managed with Intrusion Detection software to prevent and neutralize
cyberattacks, or with specific training for those who have different access levels in a company.

Availability: This requirement ensures that authorized users have access to resources in a timely,
reliable manner. The inability to access resources that are generally used can be caused by malicious
actions, such as DoS (Denial of Service) or DDoS (Distributed Denial of Service) attacks, but also by
accidents triggered by events, such as earthquakes, floods, and fires. In addition, software and hardware
failures or accidental data removal may also comprise availability. The only way to effectively respond
to the risk of unavailability is to have network infrastructures that ensure redundancy between systems.
This method ensures that data are continuously accessible without interruption.

Figure 2: CIA-Triad

However while these three principles represent the cornerstone of any organization’s security infras-
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tructure, a robotic system needs to meet additional requirements [69]:

• Accuracy: Robots need to send actuators commands to perform precise operations within accept-
able error margins;

• Safety: Robots need to make information available to operators. This requirement enable human
operator to take safe and informed decisions and perform emergency procedures in safely manner;

• Integrity: Robotic controllers need to minimize the impact of potential incidents involving physical
parts (e.g. avoiding collisions).

It is necessary to note that the concept of ”Integrity” described in this classification has a different
focus compared to that illustrated in the CIA Triad. In Robotic systems, any violation of previously
mentioned requirements would expose robots to cyber-security threats, potentially compromising the
safety and security of the operator and the environment. As observed in [69], these requirements are
strongly connected to the concept of safety, i.e. the possibility of robots to injury or harm humans. It is
clear that cyber security and safety are strongly interconnected.

Table 1: Security Requirements in Robotics

It is useful to investigate cyber-security in relation to robotics according to a different classification
of his components and under a different perspective. In particular, we take as starting point the work of
Vilches et al. in [87] that propose the use of a framework based on four levels of analysis to assess the
security level of a Robotic system: a) Physical, b) Network, c) FW/Operating System, and d) Application.
The work of [87] is mainly focuses on risk assessment methodology. For each of these criteria, the
authors identified the following factors: what needs to be assessed (Objective), why it is necessary to
perform an assessment (Rationale) and how to systematize an evaluation (Method). As shown in Fig.n.3,
the Robot Security Framework provides a methodology that focuses on four layers, which, in turn, cover
several security elements4. Each aspect is analyzed according to three points: 1) Objective or description
of the evaluation, 2) Rationale or relevance of each aspect and 3) Method or systematic action plan. In
our framework, we use to explain the main potential cybersecurity concerns in robotics.
4https://github.com/aliasrobotics/RSF
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It is worth noticing that not just technical aspects are relevant, also regulatory ones are increasingly
attracting the interest of people. In the following section, we will build on this analysis by extending the
investigating robotics in the regulatory context.

Figure 3: Robot Security Framework introduced by Alias Robotics

3 Regulatory Framework

Robotics continues to open new opportunities and benefits in terms of efficiency and economic conve-
nience. Not only do these advantages encourage improvements in manufacturing and trade, but also in
sectors, such as transportation, medical assistance, education, and agriculture [10]. However, despite
these advantages, the development of robotics can also lead to severe problems in the legal sphere. For
example, some issues may include civil or criminal liability connected to the use of robotic systems. The
effort to regulate such a complex subject is, therefore, not exempt, among others, from a part dedicated
to the regulation of safety, security, and privacy aspects of robotics.

3.1 Safety and Security in Robotics

Modern robotics systems involve the use of applications, where humans and robots operate collabo-
ratively in industrial or every-day environments. Robot safety is a critical factor in human-machine
interactions. This concept refers to the safety of the humans working within a shared human-robot envi-
ronment. However, safety alone might not be sufficient for developing safe and secure robot applications.
One way to guarantee a certain degree of safety is through rules and norms that define the desired and
required behaviors.

7
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As robots continue to become more sophisticated and widespread, the need for complete robot safety
standards increases exponentially. Robots can be challenging to operate, especially when safety controls
are not applied. A robot safety standard is a set of guidelines for specifications and controls concerning
robots and their safe operations. Some of the common topics in this area include manufacturing, sales
and use of robots [53] and are often created by a diverse group of industry experts to ensure that they
provide benefits in different sectors. For example, in some areas, safety has already been addressed,
particularly with regards to robotics systems adapted to structured and unstructured environments [53].
The type of environment in which robots operate in may significantly impacts the safety characteristics
and capabilities of a robot.

• Structured environments - A structured environment is a space that is visibly and accurately de-
fined. Working in this type of environment means that a robot has a defined navigation procedure
and a clear perception of potential obstacles or impediments within a space. An example of stan-
dards within this category involves industrial robots, which, in Europe, are covered within the
scope of the Machinery Directive 2006/42/EC 5;

• Unstructured environments - An unstructured environment is a space that is chaotic and undefined.
Unstructured environments may be more challenging for a robot to navigate because they must be
equipped with advanced capabilities. These may include features aimed at identifying and adapting
to unpredictable changes and variables (e.g. people, lighting, humidity, temperature, etc.). Some
standards within this category include the General Product Safety Directive 2001/95/EC (GPSD)
and the Consumer Protection – Directive 1999/44/EC.

However, with the advancement of new technological systems, lawmakers are making adjustments
and updates to these standards. In particular, much of the work of organizations involved in improving
robotics safety, such as the American National Standards Institute (ANSI), the International Organization
for Standardization (ISO), and the International Electro-technical Commission (IEC) includes harmoniz-
ing and creating international robot standards. For example, the following figure shows the connection
between standards and the manufacturing system [49], Fig.n.4

3.2 Privacy in Robotics

Privacy within robotics systems involves the personal data of individuals and how that data is stored,
collected, used, and shared. According to Rueben (2018) [75], privacy is defined as “the effective setting
of boundaries between oneself and other people.” The author [53] states that these boundaries define
the limits of personal information, personal space, territory, social interaction, relationships, thoughts,
feelings, opinions, and decisions. Robots play a crucial role in the establishment of these boundaries as
they are capable of collecting and sharing a significant amount of information, moving through personal
spaces and distances, and interacting with people. In particular, the social aspect of robots is one of the
most controversial issues. Some scholars argue that humans often interact socially with machines, and
this phenomenon, also known as “Computers Are Social Actors” (CASA), represents a significant threat
to privacy [73], [63], [38]. Also, a recent study 6 has shown that social robots are able to manipulate and
trick people into unsafe actions.

This theory suggests that robots are perceived as social actors and, therefore, are included in inter-
actions that typically exist only among people. Calo (2010) [48] and other authors [74] 7, [16] observe
that robots are quickly trending towards ubiquity, which involves several privacy implications. Current

5https://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2006:157:0024:0086:EN:PDF
6https://www.pieterwolfert.com/files/lbr1162-wolfertA_accepted.pdf
7https://watermark.silverchair.com/
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Figure 4: Smart Manufacturing System Pyramid

generations of robots are equipped with microphones, connected sensors, cameras, GPS, rangefinders,
accelerometers, etc. (Calo, 2010). The majority of robots collect information about the everyday life of
users (Calo, 2010) and their sensitive characteristics, such as emotional, medical, and mental states. For
example, the development of robotics applications in the context of healthcare is one of the most dis-
cussed in this field. The use of robots to monitoring the clinical and medical parameters of older adults
and their transmission to hospitals or doctors in real-time can bring concerns from a data protection per-
spective. One answer to privacy threats identified in the literature is the concept of “privacy by design”
(Calo, 2010; Lutz and Tamò [50], 2015; Sanfeliu, Llácer (Schafer, B., Edwards) [79]).

These authors argue that privacy protection needs to be taken into account from the very beginning
of the development process of robotics systems. However, not only is the “privacy by design” concept
considered to be effective in the literature, but it is also an essential principle in the regulatory environ-
ment surrounding robotics [33]. To this extent, in Europe, the relationship between robotics and privacy
has been receiving particular attention over the last few years. For example, on 16 February 2017, the
European Parliament passed a resolution with recommendations to the European Commission on civil
law rules on robotics (2015/2103(INL)) 8; following this initiative, the European Parliament (EP) has
proposed many principles and requirements for the development of a comprehensive regulatory frame-
work on robotics. Examples of these principles include the concept of reversibility, the inclusion of a
protective stop, and the possibility of attributing liability to robots.

For instance, the growing interdependence between robots and cloud services may cause legal and
regulatory challenges. Some challenging aspects include applying data protection rules, adapting safety
regulations, and attributing responsibility and liability. For example EU’s General Data Protection Reg-
ulation (GDPR) includes requirements related to automated decision-making processes, fundamental
rights concerning data subjects, and data protection by design, which have a significant impact on the
distribution of robotics systems.

Other issues arise as to whether robotics systems can be involved in the process of processing the

8http://www.europarl.europa.eu/doceo/document/TA-8-2017-0051_EN.html
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data of European citizens, and therefore, take the role of Data Controller. A robot is generally defined
as an entity, which is capable of making decisions autonomously (i.e. without the need for human
intervention) and interacting with the surrounding environment while processing a considerable amount
of data. Following this definition, it is crucial to understand what consequences and regulatory safeguards
may come into play in this context. Currently, the GDPR does not link the notion of Data controller to
that of a person as a company, or a public authority can generally assume this role. A robot equipped with
autonomous decision-making capacity may have the power to determine the purposes and means of data
processing. Therefore, it is not excluded that robotics systems could be considered as Data Controllers
and be called to fulfill all the obligations placed by the GDPR in relation to this figure. However, an
essential factor is that it should always be possible to have control over autonomous systems’ decisions
(especially if those decisions might cause harm). Given that, for example, most trials of driverless cars
have already resulted in several fatal accidents, this issue is still subject to debate in the context of GDPR.

Additionally, GDPR includes specific requirements regarding software medical devices, which are
key to addressing challenges such as regulating the liability of all players involved in the robotics produc-
tion chain (e.g., producers, doctors, users, healthcare centers) [24]. Other works [21] on Collaborative
Robotics discuss how and where the data acquired by robots’ sensors are stored and used. For exam-
ple, a collaborative robotic system called YuMi supported hospitals during Coronavirus testing using an
application designed at Politecnico di Milano, in partnership with ABB and the European Institute of
Oncology in Milan, Italy. YuMi was able to automate up to 77 percent of the testing actions and an-
alyze 450 samples/hour . While these systems present a great opportunity to optimize data collection,
they could raise concerns on data accuracy and transparency from a regulatory point of view. However,
despite these efforts, the processing of personal data within robotics is still a regulatory goal because, to
move forward with privacy regulations, it is necessary for regulators to unify regulatory approaches and
address privacy concerns in robotics.

4 Cyber attacks on robotics systems

In this section, we survey attacks on robotics systems (see Tab. 3), by considering the CIA triad (as
suggested in [87]) as well as highlighting specific issues and attacks vectors. We then list of the different
kind of attacks and their level in the robotics systems (see Tab. 2). Eventually, we present a table linking
several aspects together (see Tab. 4).

Confidentiality
During the fabrication phase, as explained in [6], a malicious user can implement a backdoor in

general-purpose processors, bypass memory range protection using buffer overflow attacks, or gain ac-
cess to privileged assets by bypassing control protection mechanisms.

Integrity
Sometimes, Hardware (HW) Trojan, a malicious addition and/or modification to ICs (Integrated Cir-

cuits), may cause damages to robots [6]. Malicious users may discover the encryption key of the system
and compromise the system (i.e. Malicious off-chip leakage enabled by side channels). Example of at-
tacks may be performed through HW Trojans, attackers could implement the stealth attack by modifying
the output values of sensors.

In this context there are two ways to access robotic systems: a) through the network or b) through
physical components. An attacker needs network or physical access to a robot controller or robotic set
up to implement the attack (e.g access through industrial routers and compromise) robot functionali-
ties, such as sensors reading, executing control logic, making precise movements and ensuring human
safety.Specific types of attacks to industrial robots, as described in [69], are listed below:

• Alteration of control-loop parameters;

10
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• Tamper through modification of calibration parameters;

• Tamper through modification of the Production logic;

• Alteration of the user-perceived Robot state;

• Alteration of Robot state.

These attacks can alter the interaction between the robot and the surrounding physical environment.
For example in the case of production tampering, an attacker can use a file system or an authentication-
bypass vulnerability to compromise the manufacturing process, modify a work-piece or cause the robot
to perform wrong task.

Availability
In [30], Gil et al. implemented a Sibyl attack involving swarm-drones. In particular, this attack

compromised the drones capabilities and cooperation abilities. This type of attack used a fake member
to send a high number of requests to the server node, resulting in drone, degradation or unavailability
of the servers. Another critical application field is Medical Robotics. Examples include heterogeneous
robotic platforms used in surgery procedures (e.g. Da Vinci - Intuitive Surgical Ltd, Mako - Stryker
Corporation, NAVIO - Smith+Nephew). In [9], the authors explained the effects of a DoS (Denial of
Service) attack on the RAVEN II robotic system, which uses a master-slave communication between the
surgical console and the manipulator. Raven II is based on Linux O.S. and ROS middle-ware, and uses the
ITP protocol(Inter-operable Telesurgery Protocol) to control input and robot feedback. In particular, this
platform can be used in tele-operation and human operator-robot communication. For example, during
hijacking attacks, an attacker may induce the robot to completely ignore the intentions of a surgeon;
packets may end up being forwarded towards the wrong part of the network, enter an endless loop, and
potentially perform harmful actions.

Other aspects
Robotic system problems are not limited to data management of the system but each part of it can be

a source of attack. For example, in [69], the authors described the most common ways in which a robotic
system can be compromised:

• Information disclosure: technical materials available on manufacturers website, including software
images;

• Outdated software: custom patches applied by manufacturers to update the software, create oppor-
tunities for attackers leverage software vulnerabilities;

• Default authentication: remote connections enable attackers to compromise devices through null
or ”admin” default password;

• Poor transport encryption: for example, symmetric keys for VPNs or web-based administration
are not available on HTTPS;

• Poor software protection: attackers can manipulate software images (e.g. debug information) that
are available on manufacturers website.

• Security by obscurity: Poor information about robots may lead to unclear security.

In another study [65], the authors identified two principal attack vector for robotic system: USB
physical [55] port (posed on or teach-pendant or robot controller), remote access through the network.
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Instead Dieber et al. [21] provide an example of a drone under attack. Simply shutting the drone’s
system down would not be a good strategy as its basic functionality must be available until it reaches a
safe state (e.g., it has landed). According to Clark et al. [17], most of the cyber security issues related
to robots derive from the fact the design and manufacture of robots are generally not designed to include
cyber security. In fact, development costs and delivering functionality to consumers are the real priorities
when building robotics systems.

4.1 Attacks to Robotic Platforms

Table 2: Cyber-Attacks in Robotic Field

Attack Reference
DoS [17], [41], [69], [4], [80]

[60], [21], [59], [67]
[23], [9], [40], [21]
[22], [90], [66], [29]
[70], [85], [82], [12]
[8], [32], [36], [3]
[26], [62], [88], [52]
[11], [72], [35], [51]

Spoofing Attack [59], [23], [22], [70]
[85], [39], [42], [13]
[14], [86], [26], [35]

MitM [41], [69], [93], [67]
[85], [82], [39], [8]
[62], [61], [84]

Eavesdropping Attack [17], [59], [67], [23]
[40], [85], [8], [3]
[26], [61], [35]

Replay Attack [85], [26], [88], [52], [35]
Tampering Attack [69], [68], [85], [52]
Fault Injection [17], [29], [85]
Sybil Attack [90], [30], [70]
Jamming Attack [80], [23], [40]
HW Backdoor [17], [85], [6]
RAT Attack [64], [85]
Stealthy Attack [29], [76]
Homing Attack [90]
Teardrop Attack [23]
Phishing [3]
Hijacking Attack [8]
Masquerade Attack [26]

When it comes to cyber-security in the field of robotics, there is no single issue that needs to be
analyzed to ensure full protection. Given the increasing inter-connectedness of robotic devices, attackers
have found ways to perform multiple attacks and overcome traditional barriers. One of the best cyber-
security practices lies in creating a comprehensive architecture to mitigate attacks. The table 2 shows the
main attacks to which robots are exposed. Some of the most common examples of attacks on robotics
systems have been identified and described as follows (summarized in Fig.n.9).
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DoS: From January to June 2020, Kaspersky experts reported a 350% increase in Distributed Denial
of Service (DDoS) attacks compared to the same period in 2019 9.

DoS attacks are a type of attack that aims to drain a network until the server crashes. During a Denial
of Service (DoS) attack, cyber-criminals attempt to overload the network server with requests until it
crashes, causing significant inconvenience to users, including the inability to access services. While
DoS attacks involve only one attacking computer, DDoS (Distributed Denial of Service) attacks exploit
a ”botnet,” a series of infected computers capable of carrying out tasks simultaneously DDoS attacks are
particularly problematic because they can last from a couple of days to a few weeks, causing disruption
of activity and denying people access to important content. In [69], the authors provide a scenario
involving DoS attacks applied to robots. They describe a situation where an attacker repeatedly triggers
manipulations on the robot’s controller at “runtime,” leading to a DoS attack. In such a circumstance,
the robot persists in the stop status. The following scheme (Figure 5) represents a type of DoS attack
described in [21];

Figure 5: DoS Attack

Spoofing: Spoofing refers to a situation in which an attacker impersonates another device or user on a
network. The purpose of using this technique is to steal data, spread malware, or bypass access controls.
The most common forms include spoofing an IP address, an email address, or a Domain Name System
(DNS) server. In the context of robotics, a spoofing attack may force a robot to behave incorrectly. For
example, [86] describes spoofing threats such as GPS spoofing that may cause users to lose control over
drones. The technique used by an attacker to perform a GPS spoofing on drones is to transmit fake GPS
coordinates to the control system of the drone and change its trajectory. Figure 6 shows how this attack
is performed;

MitM: Man-in-the-middle (MitM) is a cyber attack that enables cyber attackers to intercept and ma-
nipulate internet traffic. This type of attack often targets robots. As previously mentioned, several studies
found that most robots have authentication and authorization problems, use unsecured communications
and weak encryption, expose private information, have weak default configurations, and were built using
open source frameworks and libraries. Some robots can be controlled by mobile applications or can
be programmed with software installed on computers. Other robots communicate through cloud-based
services to receive updates and software applications. If the communication channels between these
different components are insecure and encrypted, attackers can launch man-in-the-middle attacks and
insert malicious software commands or updates that will be executed by robots. Additionally, according
to [69], safety features are subject to man-in-the-middle or interface-manipulation attacks. For example,
an attacker can cause a denial of service (DoS) by forcefully stopping the robot during normal operation.

9https://tinyurl.com/xauekyx3
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Figure 6: Spoofing Attack

In this context, an attacker can disable safety features, thus preventing legitimate users from activating
necessary procedures in case of an emergency. This attack may have significant implications for the
safety of the operator. An example is provided by [67] (Figure 7), which described an attack targeting
Spykee, a toy spy telepresence robot;

Figure 7: Man in the Middle Attack

An example of a Man-in-the-Middle attack is Eavesdropping: The attacker creates independent
connections with the victims and re-transmits messages to make them believe they are communicating
directly over a private connection. In reality, the entire conversation is controlled by the attacker, who
can intercept all the important messages exchanged between the two victims and inject new ones. In
many circumstances, this is a simple attack to perform. For example, an attacker can assume the role of
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a network observer to eavesdrop on packets between a surgeon and a robot. Thus, an attacker can inject
new, malicious packets into the network to impact the surgical procedure [8]. In [5] the authors propose
decentralized multi-authority anonymous authentication scheme to avoid the authentication problems,
when an entity wants to prove the possession of the attribute credentials to a verifier, it generates a proof
of the credentials in a zero-knowledge or witness-indistinguishable way;

Tampering: A Tampering attack generally involves manipulating parameters exchanged between
client and server to modify and compromise application data. Examples of data targeted by this type
of attack include user credentials and permissions, etc. In [69], [68], the authors offer an overview of
different types of tampering attacks, such as Tampering with Calibration Parameters where the attacker
attempts to change the calibration to make the robot move unexpectedly or inaccurately. In this case,
there may be robot damages, and safety, integrity, and accuracy issues. Another attack described in
this work is Tampering with the Production Logic. In this case, the attacker manipulates the program
executed by the robot to maliciously introduce a flaw into the work piece. The following example(Figure
8) shows a type of tampering attack described in [69];

Figure 8: Tampering Attack

Replay attack: ( [85], [26])Replay attack is performed how a network attack in which a valid data
transmission is maliciously repeated or delayed. In particular the malicious operator intercepts the data
among users and re-transmit it (sniffs hash and replays hash), this type of attack is a version of the Man
in the middle(MiM), while MiM is in real-time the Replay attack can be execute in asynchronous way
when the communication among users it’s ended ( [88], [52], [35]);

Fault Injection attack: Fault Injection is a physical attack on the data and behavior of an Integrated
Circuit( [17]). Therefore, Fault Injection is a physical attack with the goal to bypass secure boot mecha-
nisms, acquire a secret key, disrupt a program counter,etc. It can be implemented also via software and
be developed using data injection in the embedded code ( [29], [85]);

Sybil Attack: The Sybil attack is performed to Network Layer (ISO/OSI), in particular this attack
use multiple false identities ( [30], [70]) to deny the information passing procedure. It can damage the
distance-based/location-based routing protocol( [90]);

Jamming Attack: The Jamming attack is a type of DoS attack on wireless network. This attack pre-
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vents other nodes to communicate by occupying the channel, usually transmitting on the same frequency
and modulation of the signal prevented ( [80], [23], [40]). To avoid this problem, different solutions
are being studied, including the development of detection algorithms, for example in [37] the authors
developed a machine learning based technique to detect and classify different type of jamming attacks
on RF channel, focusing on the importance of classifying the type of attack to be able to implement the
necessary countermeasures;

HW Backdoor attack: Usually, an backdoor is a method to bypass the authentication procedure or
encryption in a PC/System ( [17], [85]). It can be create directly through the manufacturing process of
ICs (integrated circuits), it is activate from a event (trigger) hardware (tun on of component) or software
(execute code after the hardware trigger, i.e. [6]);

RAT Attack: The Remote Access Trojan is a malware that permit at the malicious user to obtain
the administrative control over the target device. This type of attack use a backdoor to introduce in the
target system or downloaded with a user-requested program or sent as an email attachment ( [64], [85]).
So, from the target device compromised the malicious user can send RATs toward the other vulnerable
devices to create a botnet;

Stealthy Attack: The Stealth attack is type of attack in which the cost and visibility of the attacker
have to be minimized. To perform it, it’s necessary a good knowledge of the target system or device,
based on type of target the stealth attack is composed of different stages of actuation (communication,
execution and propagation).In particular in [29], [76] is described the technique to compromise values of
sensors with a code-injection approach;

Homing Attack: It’s an attack in which the attacker analyze the network traffic to identify particular
cluster heads or base station, once done, the attacker can performs the attack toward the critical nodes to
compromise or destroy the entire network ( [90]);

Teardrop Attack: This is a DoS attack, in particular operate on the sending mangled IP fragments
with overlapping, oversize payloads to the target device. Therefore a server vulnerable is unable to
reassemble the packets, in [23] is used to compromise the communication between User and tele-operated
device;

Phishing: It is an attempt used to acquire user sensitive informations like password, credit card
details, etc. In [3] is used how entry point onto a hospital network to compromised personal information
of patients, in this case anatomy of the patients treat with a surgical device;

Hijacking Attack: Hijacking is a type of network security attack in which the attacker takes control
of a communication. In particular the attacker first assumes the role of observer to eavesdrop on packets
between client and server, after can compromise the session by stealing or predicting a valid session to
gain unauthorized access( [8]);

Masquerade Attack: In this attack a malicious user uses a fake identity, to gain unauthorized access
to information resources of the target device through legitimate access identification. In [26] it’s used
to acquire informations from autonomous vehicle. In a Wi-Fi network can compromise all aspects of
security.

4.2 Attack levels

The previous analysis provides an overview of the attack to Robotic systems described in literature. We
extended this analysis by, investigating these attacks in the Hardware, Network, Firmware/OS, Applica-
tion domains (summarized in Fig.n.9).

Table n.3 summarizes the types of threats affecting robots and the related areas of vulnerability.
The majority of the authors [15, 41, 44, 69], addressing this issue argue that the lack of security by

design may generate the following categories of threat:
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Figure 9: Attacks Overview

• Insecure communications: issues between users and robotics systems may encourage a verity of
cyber security risks. Kumar et al. [45] specifically addressed this issue in surgical robotics. They
argued that there are several ways in which intruders may hack into insecure communication links,
especially if robots are connected to public networks. Additionally, some authors claim that plain
or poorly encrypted text may enable attackers to obtain a significant amount of data from robotics
systems. In particular [15, 40, 41, 44, 67, 69, 87], they argue that the majority of threats related to
communications may be caused by the use of libraries or applications connected to the Internet.
Another robotics area, which is vulnerable to communication issues is firmware [87], [17], [15],
[41], [69], [54], [4], [80], [60], [21], [59], [93], [67], [23], [9], [40], [21], [68], [22], [90], [66].
For example, upgrading firmware online provides ample opportunities for attacks. Finally, since
most robots are connected to the Internet via networks, attackers could gain full control of robots
by exploiting communication vulnerabilities [87], [15], [65], [69], [44], [80], [60], [59], [93], [67],
[21], [68], [22], [90], [66];

• Authentication issues: One of the most underestimated threats in robotics is that involving au-
thentication. Some robot applications are designed without the need for username and pass-
words, allowing anyone to access them remotely. However, even when these services use au-
thentication features, attackers may bypass them [17], [15], [41], [69], [44], [67], [40]. Simi-
larly, most of the networks to which robots are connected networks are not password protected
and, therefore, vulnerable. Conversely, when they are protected, authentication mechanisms may
not be up-to-date, and unauthenticated users may exploit this vulnerability and access the net-
work [87], [15], [65], [69], [44], [80], [60], [59], [93], [67], [21], [68], [22], [90], [66], [76]. The
lack of authentication also means having no verification of whether the physical components of
the robot are accessed or not. For this reason, attackers could easily interact with or tamper any
components [17], [15], [65], [69], [44], [80], [83], [59], [67], [68], [22];

17



Cybsersecurity Issues in Robotics G.Lacava, et al.

Table 3: Cyber-Security Threats in Robotic System

Cyber security Threats in Robotics Levels of the Attack
Hardware Attack Network Attack Firmware/OS Attack Application Attack

Insecure communications

[70], [71], [43], [6] [87], [15], [65], [69], [44], [87], [17], [15], [41], [69], [87], [15], [41], [69],
[80], [60], [59], [93], [67], [54], [4], [80], [60], [21], [44], [67], [40], [70],
[21], [68], [22], [90], [66], [59], [93], [67], [23], [9], [85], [82], [39], [13],
[70], [82], [39], [42], [13], [40], [21], [68], [22], [90], [14], [8], [3], [62],

Insecure communications [81], [12], [14], [78], [31], [66], [89], [85], [82], [39], [61], [19]
[57], [56], [91], [8], [7], [42], [13], [12], [14], [32],
[32], [27], [36], [3], [34], [36], [34], [20], [18], [26],
[20], [18], [26], [43], [62], [43], [62], [88], [52], [25],
[58], [88], [28], [52], [11], [11], [72], [19], [35]
[19], [35], [51]

Authentication issues

[17], [15], [65], [69], [87], [15], [65], [69], [64], [81], [84] [17], [15], [41], [69],
[44], [80], [83], [59], [44], [80], [60], [59], [44], [67], [40], [26]

Authentication issues [67], [68], [22], [2], [93], [67], [21], [68],
[89] [22], [90], [66], [76],

[86], [61]

Missing authorization

[17], [15], [65], [69], [87], [15], [65], [69], [17], [15], [41], [69], [54], [17], [15], [41], [69],
[44], [80], [83], [59], [44], [80], [60], [59], [4], [80], [60], [21], [59], [44], [67], [40], [71]

Missing authorization [67], [68], [22], [85] [93], [67], [21], [68], [93], [67], [23], [40], [21],
[22], [90], [66], [85], [68], [22], [90], [66], [78],
[52] [8], [11], [72]

Privacy issues

[64] [87], [47], [15], [65], [47], [15], [41], [69], [54], [47], [15], [41], [69],
[69], [44], [80], [60], [4], [80], [60], [59], [93], [44], [67]

Privacy issues [59], [93], [67], [21], [67], [23], [40], [21], [68],
[68], [22], [90], [66], [22], [90], [66], [70], [71],
[64] [52], [61]

Weak default configuration

[17], [15], [65], [69], [15], [65], [69], [44], [15], [41], [69], [54], [15], [41], [69], [44],
[44], [80], [83], [59], [80], [60], [59], [93], [4], [80], [60], [21], [67], [40], [88]

Weak default configuration [67], [68], [22], [42], [67], [21], [68], [22], [59], [93], [67], [23],
[14], [6] [90], [66] [9], [40], [21], [68],

[22], [90], [66], [3]

• Missing authorization: Only authorized users should have access to robotic devices and their
resources. Failing to manage unauthorized access properly may enable attackers to easily and
remotely use certain robotic features and control the robot. At the application level, [17], [15],
[65], [69], [44], [80], [83], [59], [67], [68], [22] most threats involve the ability to access robotic
remotely by Internet services, software, mobile applications, etc. Additionally, because these
applications communicate via networks, which may be the weakest links during an attack [87],
[15], [65], [69], [44], [80], [60], [59], [93], [67], [21], [68], [22], [90], [66]. Anyone within the
same network can gain access to the robot and send commands. In case of failed authentica-
tion, robots could also be attacked during the maintenance process of its firmware [17], [15], [41],
[69], [54], [4], [80], [60], [21], [59], [93], [67], [40], [21], [68], [22], [90], [66]. For example,
some robot manufacturers make firmware available online for updates, leaving the device vulner-
able. However, making firmware available to the public becomes an issue only if the firmware is
modifiable. Finally, unauthorized physical access to a robot may lead to availability issues. The
intruder may attack the device hardware and use it to manipulate its data or change its behav-
ior [17], [15], [65], [69], [44], [80], [83], [59], [67], [68], [22];

• Privacy issues: Some researchers are concerned that robots could raise privacy concerns, giving
companies tremendous access into people’s life. For example, robots’ mobile applications can
send private information to remote servers without user consent [47], [15], [41], [69], [44], [67].
At the firmware level, one of the major risks is that attacker get into the robot through firmware
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and then steal information, such as sensitive IP, logs, and other content [47], [15], [41], [69], [54],
[4], [80], [60], [59], [93], [67], [23], [40], [21], [68], [22], [90], [66]. Similarly, attacks that are
performed at the network level may provide a vehicle for threats to users’ privacy [87], [47], [15],
[65], [69], [44], [80], [60], [59], [93], [67], [21], [68], [22], [90], [66];

• Weak default configuration: When robots include insecure features in their original configura-
tion, they may easily be disabled or accessed. Generally, attacks exploiting these features operate
at the hardware [17], [15], [65], [69], [44], [80], [83], [55], [59], [67], [68], [22]] and network level
[15], [65], [69], [44], [80], [60], [59], [93], [67], [21], [68], [22], [90], https://arxiv.org/abs/1912.07714
[66], but there may also be applications accessible through default passwords or built using vul-
nerable open source code and libraries [15], [41], [69], [44], [67], [40]. Additionally, attacks may
also be performed to corrupt firmware that is not properly configured or has an outdated configura-
tion [15], [41], [69], [54], [4], [80], [60], [21], [59], [67], [23], [9], [40], [21], [68], [22], [90], [66].

4.3 Overview of attacks

The table 4 shows the types of cyber-attacks most commonly described in the literature. Looking at the
literature, it is clear that this type of attack is the most common in robotics because of their severe impact
on robots and their resources. Another reason for this is that DoS attacks are easy to execute; they can
even be performed through the use of publicly available tools, which allow attackers to create malicious
code, such as bots. Conversely, Stealthy and Sybil attacks are the least popular because they require
sophisticated techniques and skilled attackers. The network layer is the most critical due to a number
of availability issues. It represents the backbone for all communications in a robotics system. The
firmware layer is also one of the most critical areas of cyber-security as it presents more vulnerabilities
and defenses are often weakest in this part of the system.

Table 4: Perspective of Cyber-Attacks in Robotics System

5 Current research issues

The increasing dependence of businesses and customers on robotics devices and applications is leading to
an exponential growth in terms of cyber risk. Cyber-attacks exploit any type of vulnerabilities concerning
robotics systems, whether they are come in the form of software or hardware, or are dependent on the
person who uses them. Thus, because cyber-attacks are on the increase in this field, several scholars and
experts are bringing cyber security into much prominent focus when trying to find methods to mitigate
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cyber threats in robotics (see Fig.n. 10). Several research areas should be further investigated. Below we
give some examples.

Figure 10: Countermeasures adopted in Robotic field

• Security by design - Implementing security by design means reducing vulnerabilities in software
/ hardware. This procedure requires a proper consideration of security properties from the very
beginning in the requirements phase of the development. In particular, it is necessary to consider
security requirements engineering for robotics applications, including privacy and safety aspects.
Also, the evolvement of requirements through the whole SDLC (systems development life cycle
) and the socio-economic impact of this evolvement should be taken into account. Similarly, it is
necessary to develop security support in programming environments. This research area covers
new programming platforms that deliver development and runtime environments for trustworthy
application that is executed in complex robotics scenarios. The purpose of this discipline is to
implement language based security, as well as to secure coding principles and practices. Code
signatures and instrumentations, are also an important component of this area;

• Security and safety co-engineering - Developing a system that is safe and secure is one of the
headrest challenges. Depending on the context, these two concepts could be contrasting and po-
tential solutions need to meet specific risk factors related to both fields;

• Monitoring - Monitoring and tracking robotic activities, accesses, and the use of privileged ac-
counts can be an effective way to detect and mitigate the impact of some attacks preventively.
According to Alemzadeh et al. [3], detection mechanisms can dynamically estimate the conse-
quence of the attacks before their effect manifests in the systems. Intrusion detection and preven-
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tion systems should be adopted. Specific anomaly detection mechanisms, able to behaviourally
fingerprinting robots behaviour could be also investigated;

• Data usage control - sensing is one of the main activities of robotics systems. Those often collab-
orate with humans and the collected data should be controlled, where shared and disseminated to
other digital systems;

• Identity management - robotics systems are often composed of several devices that have their
own input output capabilities. Considering how to identify the robotic systems is paramount for
the consideration of trust issues related, for instance, to collaborative aspects;

• Trustworthiness - Trust is an essential concept in human-robot interaction and their “secure rela-
tionship.” Trust, defined as ”an attitude involving beliefs and expectations of a trustee’s trustwor-
thiness,” [46] is often connected to vulnerability since the ”trustor is dependent on the trustee,” and
there is always a certain degree of uncertainty about relying on the trustee. Recent studies have
proved that trust in social/professional robots is lost when functionalities and operation misbehaves
and does not meet expectations. Trust is, therefore, a critical factor to consider when the goal is
trusting that robotics systems behave securely (e.g., trusting that the information users get from the
robotic device is secure and reliable). One example of developing trust in robotics is implementing
security by design and default when building robotics systems. Knowing that robot manufacturers
and developers apply cyber security considerations throughout the design and development stages
could help create a more operating framework for robots and their users as a warrant for the whole
robotics industry;

• Robustness - Organizations operating in the robotics field, especially those that have suffered from
the effects of cyber attacks, have strengthened perimeter security controls, adopted firewalls, and
other protection systems. Although necessary, such security methods are still not enough to pro-
tect companies from large-scale cyber threats. For this reason, several authors [8] discussed the
importance of strengthening the robustness of communications rather than focusing on enhancing
other areas. According to Priyadarshini, [67] the transmission medium is one of the most vul-
nerable components. The author argues that ensuring that adding a layer of security to reinforce
communications would reduce probable insecurities.

More generally, other authors [1] argue that it is critical to have extensive knowledge and be aware of
the contemporary and existing cyber-attacks and countermeasures that are specific to robotics systems.
The growing shortage of trained cybersecurity employees and the constant pressure to manage and reduce
costs make it harder for companies to maintain robotics systems secure or improve their cybersecurity
posture more efficiently.

6 Conclusion

Cybersecurity Robotics is a multidisciplinary research domain that is growing in relevance and impor-
tance due to the persistent growth of robotics systems and the related cybersecurity and safety risks and
challenges. In this work, we reviewed the literature concerning the following topics: Robotics, IT tech-
nologies used in Robotics and related fields. Firstly, we discussed the current cybersecurity scenario in
robotics; then, we classified and summarize the modules composing the robotic systems with the aim to
analyze them in relation to their vulnerabilities.

In particular, we examined the connection between issues in robotics and other domains, such as
security and safety. We provided an overview of the regulatory environment surrounding robotics, which
helped us frame the current situation in robotics systems.
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Secondly, we discussed the problems derived from the interconnection between Robotics and IT tech-
nologies and the cybersecurity vulnerabilities affecting robotic systems in industrial contexts and other
sectors (i.e. house, autonomous vehicles, unstructured environment). Thirdly, we analyzed potential and
actual cyber-attacks, provided a classification according to the CIA triad concept, and divided them into
categories of threats. The outcome of this analysis suggests that Robotics faces prominent challenges on
security in the following areas:

• Collaborative Robotics;

• Autonomous vehicles;

• Autonomous Robotic platform;

• Regulation and regulatory frameworks.

Finally, we noticed that, in the last decades, the research and development in the robotics field shifted
from a focus on industrial robots to a focus on intelligent robotics. This shift created methods of easier
integration to create robotics systems, which are capable of providing promising results in different areas
of robotic research, such as artificial intelligence, cognitive robotics, human-robot interaction, multi-
agent systems for mobile robot collaboration, etc. [77]. In particular, the use of AI and ML algorithms
led to new security and safety challenges. The introduction of mandatory regulatory requirements will
probably slow down the pace of progress in robotics, but the current advanced robotics systems have
enormous potential to transform many aspects of people’s lives. This paper aims to bring together the
most relevant studies in this domain and to identify the most common risks, threats, and vulnerabilities.
This work will serve as a body of knowledge and reference tool to help guide cybersecurity experts, users,
manufacturers, and scholars to further understand the threats surrounding this field and create awareness
about the topic.
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