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Abstract

The ever-lasting challenge of detecting and mitigating failures in computer networks has become
more essential than ever; especially with the enormous number of smart devices that get connected
to all sorts of network everyday. Whether the root cause of a given anomaly is a security breach,
a component failure, an environmental factor, or even any combination of these reasons, anomalies
need to be detected and mitigated timely and properly. In this paper, we review and evaluate the
state-of-the-art studies on the problem of anomaly detection in computer networks. We provide an
elaborate description of the anomaly detection problem, and depict the different categorizations of
its solutions. We also illustrate some recent state-of-the-art solutions on the network level, and depict
current trends in handling malware-induced anomalies in smartphone networks. Additionally, we
evaluate the presented solutions and highlight their shortcomings.

Keywords: Anomaly Detection, Network-level Detection, Application-level Detection, Mobile Se-
curity, Android Security

1 Introduction

Nowadays, multitude of interconnected computers, together with the abundance of smartphones, wear-
ables, biomedical sensor, and the countless number of everyday appliances can connect seamlessly to
different kinds of networks [1, 2, 3, 4]. Thus, the ever-lasting challenge of detecting and mitigating fail-
ures has become more essential than ever, whether it is a small piconet at home, a corporate network, or
even the Internet.
A random, nonconforming, or unexpected behavior within a system is referred to as an anomalous be-
havior, or simply an anomaly [5, 6, 7, 8]. The existence of anomalies can have profound effects on the
robustness of a given network’s operation [9]; as such, the consequences of failing to detect anomalies
can be dramatic. Anomalies going unnoticed in a given system may leak confidential information to
the outside world [10, 11], cause financial complications and/or losses [12, 13], or, even worse, lead
to making fatally wrong decisions [14]. While the existence of security breaches is usually manifested
by anomalous behaviors [15], typical hardware and/or software malfunctions can result in anomalous
behaviors as well [16, 17, 18]. Either way, anomalies within a computer network cannot go unnoticed,
they need to be detected, located, and mitigated timely and properly.
Anomalous behaviors are in essence Byzantine failures. According to his seminal paper [19], Lamport
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stated that a system of interconnected nodes is said to have Byzantine failures when some node(s) send(s)
conflicting messages to different parts of the system. A solution of the Byzantine failures should seek
to establish an agreement between the non-faulty nodes in the system, taking things a step further than
simply detecting that some nodes are being faulty.
Over many decades, the problem of detecting and mitigating anomalous behaviors has been studied thor-
oughly, yet it remained one of the most chronic problems in distributed computing [20, 21, 22, 23]. As
technology evolves, new issues arise that add to the pile of unsolved issues pertaining to anomaly detec-
tion [24, 25]. In this paper, we aim at reviewing the state-of-the-art solutions of the anomaly detection
problem in computer networks. Classically, detecting anomalies in a computer network, either wired or
wireless, comprises inspecting the exchanged packet headers and/or contents. However, as smartphone
technology emerged, networks of interconnected smartphones have become prone to different classes of
anomalies. Thus, anomaly detection in computer network can be performed on two levels; the network
level and the application level. Here, we divide our discussion into two parts: the first pertains to classical
anomaly detection at the network level, while the second pertains to anomaly detection in smartphone
networks at the application level.

Solving the anomaly detection problem is far from trivial, as the nature of anomalies themselves is
varying. In the context of a computer network, providing a comprehensive definition of an anomalous
or even a normal behavior is typically subtle [26, 27]. Another reason is that several anomaly detection
techniques require labeled samples of normal and/or anomalous behaviors which are not easy to obtain
[28, 29]. Besides, choosing a suitable tool to help detect anomalies is not straightforward. A designated
tool may be well-suited for one kind of anomalies, but not for others [30]. Thus, when the types of
anomalies are not known a priori, which is a rather realistic assumption, selecting an anomaly detection
technique is not trivial. In the context of wireless and smartphone networks, nodes usually wander
freely and could join and leave the network arbitrarily. Thus, the network dynamics impose further
complications on the anomaly detection solution. Moreover, the network scale is an issue: anomaly
detection solutions need to account for load-balancing and fault-tolerance themselves, especially with
the growing sizes of current networks [31, 32].

The rest of this paper is organized as follows; Section 2 presents necessary terminology and back-
ground on the topic of anomaly detection. It also presents several categorizations of anomaly detection
techniques. In Section 3, some state-of-the-art network-level and application-level anomaly detection
solutions are discussed. A summary of the major shortcomings in the illustrated solutions is depicted in
Section 4. Finally, the drawn conclusions are presented in Section 5.

2 Preliminaries and Background

The solutions of the anomaly detection problem originate from a wide array of disciplines. Thus, we
introduce the basic concepts and terminology related to these disciplines, and shed light on relevant
background. We also depict several categorizations of the techniques employed to solve this problem.

2.1 Basic Terminology

Anomalies are detected by analyzing the system’s events, where each event is designated by a data
instance, or simply an instance. The data instance possesses features (i.e. attributes) to help describe it
[26]. For example, in network-level anomaly detection, a packet sent from a source node to a destination
node may count as an event to be analyzed. Hence, the features of the data instance that corresponds to
this event would include the packet’s source address, destination address, length, and the time at which

30



Anomaly Detection in Computer Networks S. Al-Haj Baddar, A. Merlo, M. Migliardi

the packet was sent, alongside other features. It is worth mentioning that a data instance that has a single
feature is referred to as a univariate instance, while an instance that has multiple features is referred to as
a multivariate instance [30].

Features are crucial for distinguishing normal behavior from anomalous behavior. A given computer
network typically provides a wealth of features per a given data instance, yet they are not necessarily
all equally informative [33]. Thus, identifying the subset of the features that do actually separate nor-
mal behavior from anomalous behavior is not trivial. Some researchers utilized information theoretic
approaches to help distinguish informative features [34, 35, 36, 37]. In information theory, the term
entropy measures the uncertainty in the distribution of a given set of data [38]. Based on the concept
of entropy, the Information Gain (IG) and chi-squared methods can be applied to help select the most
informative features. The IG method measures the reduction in entropy when the feature is kept instead
of being eliminated [39]. Also, the chi-squared test measures the independence of any two features, and
thus helps retain the less correlated features [40]. A third method is the Fisher-score, which is the ratio of
inter-class variance to the intra-class variance for a given feature, assuming that normal instances form
a class and anomalous instances form another class [41]. In a third approach, researchers used machine
learning classification techniques to achieve the same goal [42]. In another approach, the researchers
would hand-pick the informative features to help detect anomalies [43].

2.2 Taxonomies of Anomaly Detection Techniques in Computer Networks

As illustrated is Section 1, an anomaly detection solution (i.e. detector) in networks operates either at
the network-level or at the application-level. Aside from this categorization, various surveys and reviews
provided different categorizations of anomaly detection techniques [30, 26, 33, 44]. In this subsection,
we highlight the most commonly-referenced categorizations of anomaly detection techniques.

2.2.1 According to Granularity

When an independent data instance comprises an anomaly, it is referred to as a point anomaly [30, 26,
33]. For example, a system event in which a user tries to access a restricted server is considered a point
anomaly. Many anomaly detection solutions assume this kind of anomalies [30]. Yet, point anomalies
do not fit the situations where anomalous behavior is an aggregate of data instances, or when anomalies
are associated with given contexts. A pictorial illustration of a point anomaly is illustrated in Fig. 1.

In other situations, the anomalous behavior is defined within a context; thus, a given data instance is
not anomalous unless it happens within a predefined context [30, 33]. This is referred to as contextual
anomaly, where the data instance has to have some feature(s) that pertain to the context, whether it
is temporal (i.e. time-relevant), spatial (i.e. location-relevant), or a different kind of context per the
problem domain. For example, having a staff member attempt to log in to her corporate system using
her credentials is not anomalous per se. However, when this does not happen within the pre-defined
business hours, the instance becomes anomalous in the temporal context. Fig. 2 illustrates an example
of a contextual anomaly.

A collective anomaly designates a group of instances that exhibits an anomalous behavior compared
to the other groups of instances [30, 33]. An individual instance within the anomalous group is not
necessarily anomalous on its own. For example, consider a system in which users interact with a web
server, where a supposedly non-privileged user does the following sequence of operations:

access a local folder on the server, upload an executable file into the folder, run a script

While typical non-privileged users only access the public folder(s) in the web server to simply read
and upload non-executable files; this particular user’s activities are nonconforming, and designate a
collective anomaly. A pictorial example of a collective anomaly is depicted in Fig. 3.
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Figure 1: An example of a point anomaly.

Figure 2: An example of a contextual anomaly.

2.2.2 According to Functionality

Typically, an anomaly detection solution is either signature-based [45] or behavioral [33, 37]. Signature-
based solutions operate by applying a set of hardwired patterns, signatures, or rules against given behav-
ior(s). If a given behavior matches either one of the hardwired signatures, then an anomaly is detected.
Otherwise, the detector will not tell whether or not the designated behavior is anomalous. Typical exam-
ples of signature-based anomaly detectors are antivirus engines [46, 47]. Albeit being potentially efficient
in terms of computational cost, these solutions fail at identifying new or previously unseen anomalies.
Thus, their application domains are rather restricted.

Behavioral detectors, on the other hand, can learn the normal and/or anomalous behavior(s) of a
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Figure 3: An example of a collective anomaly illustrated by the values of Processor II.

network and, thus, have the potential to identify whether new or previously unseen behavioral patterns
are anomalous or not [37]. Such solutions would typically utilize one or more of the approaches described
in subsection 2.2.3 in order to achieve their goal. Thus, they may experience longer computational times.
Moreover, they are prone to detection inaccuracies which could also limit their applicability in some
real-world setups.

2.2.3 According to the Underlying Approach

Anomaly detection can be considered a classification problem, where anomalous behaviors need to be
distinguished from normal behaviors. Here, we discuss the taxonomy of the approaches used in anomaly
detection solutions as depicted in Fig. 4, based on the discussions provided in [30, 48, 49].

The Statistical Approach. The statistical approach is used when normal data exist in high probability
regions of some stochastic model, whereas anomalies occur in the low probability regions of that model
[30]. The stochastic model is either determined a priori (i.e. parametric modeling), or is derived from
the data itself (i.e. non-parametric modeling). The main idea behind this approach is to measure the
anomaly score which designates the deviation of a given data instance from the model. Then, the score
is compared to some pre-defined threshold (i.e. tested) to determine whether its corresponding data
instance is anomalous or not. Hypothesis testing and decision theories are usually used to accomplish
this task [49, 26].
Parametric modeling spans Gaussian-based models, regression-based models, and mixtures of models
[30]. In the Gaussian-based model, the data is assumed to belong to some Gaussian distribution. The
model’s parameters are calculated using the maximum likelihood estimation based on the data instances
themselves [50]. Several tests can be used to determine whether or not a data instance is anomalous.
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Figure 4: Taxonomy of anomaly detection techniques based on their approach.

Such tests include the box-plot[51], and the chi-squared tests. In the regression-based models, the data
is fit to a regression model, like the linear model depicted in Fig. 5, and then the residual of each data
instance, which is not covered by the regression model, gets measured. This residual is considered to be
the instance’s anomaly score. In mixture-based models, a combination of parametric models is utilized
in two flavors. In the first flavor, two models are used: one to represent the normal data, and the other
to represent the abnormal data. In this case, the test aims at determining to which distribution a given
data instance belongs. In the second flavor, a mixture of parametric models can be used to represent the
normal data only. Here, the test identifies a given data instance as anomalous if it does not belong to
any of the designated models. For this approach to be effective, the model(s) to which normal and/or
abnormal instances belong need to be determined a priori; the definition of these models is not always a
trivial task.
In non-parametric modeling, no model is assumed a priori; instead, a model is generated from the normal
data instances. Then, the deviation of a given data instance from the model would designate its anomalous
score. This approach requires that normal behaviors are known a priori.

In the histogram-based model, the data is used to plot a histogram that comprises bins generated from
the values of the normal data. Then, to determine whether a given instance is anomalous or not, it gets
plotted to see if it falls in any one of the histogram bins. If this is not the case, the instance is considered
to be anomalous. When this technique is used, the sizes of the bins are crucial: too wide bins would
result in lower detection accuracy; while too thin bins would result is higher false alarms rates.
The modeling technique based on Kernel functions aims at deducing a similarity function based on the
provided data; this allows constructing a model based on the data instances [52]. If the given data
instances do not fully describe the designated behavior, the model will fall short in terms of accurate
behavior identification.

The Spectral Approach. In some situations, several dimensions (i.e. features) of the data instances
are inherently dependent. Thus, combining the dependent dimensions both improves the classification
accuracy and reduces the computational complexity; the application of such a combination transforms
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Figure 5: A set of points fit to a linear regression model.

the original data instances into new instances with only the independent dimensions.
Mathematically, this formulation is referred to as dimensionality reduction [53]. Formally, this reduc-
tion can be viewed as embedding the original data instances into a subspace with fewer dimensions as
illustrated in Fig. 6; this is subject to the condition that normal and anomalous instances look drastically
different after the dimensionality reduction has taken place. In the spectral approach, a dimensionality re-
duction algorithm is first applied to the data instances. One popular dimensionality reduction technique
is the Principle Component Analysis (PCA) algorithm which gets applied to a matrix of the original
instances, and generates a set of m orthogonal (i.e. independent) vectors referred to as principal compo-
nents. The first k of the m vectors, where k ≤ m, capture the highest variance in the original matrix and
designate normal traffic (i.e. the normal subspace); the remaining m−k vectors designate the anomalous
traffic (i. e. the anomalous subspace). Nevertheless, the m− k vectors can be further split into several
noise as well as anomalies classes. Hence, to determine whether a data instance is normal or anomalous,
it gets projected onto the normal and anomalous subspaces. If it is expressed more by the normal sub-
space, then it is considered normal; otherwise, it is considered anomalous [30]. The threshold used to
choose either subspace is a separate parameter than needs to be adjusted properly.

The Information Theoretic Approach. From an information theoretic perspective, the data instances
are considered to be a set of symbols generated by the network, whereas each instance is generated inde-
pendently with a certain probability. Thus, one would seek to measure the average amount of information
conveyed by each instance. This approach utilizes the concept of entropy, as described in subsection 2.1.
It is based on the assumption that anomalies distort the information content of the network’s data in-
stances. Thus, the anomaly detection technique needs to split the data instances to subsets, so as to
minimize the entropy. Several information theoretic techniques have been used in anomaly detection
[54, 34, 35, 37], one of which is information gain as described in subsection 2.1. In this context, the IG
method splits the instances into normal and anomalous to reduce entropy. Another technique is relative
entropy which aims at measuring the statistical distance between two distributions [55].
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Figure 6: Dimensionality reduction of a high dimensionality data.

The Machine Learning Approach. One of the most appealing features of machine learning algo-
rithms is that they improve their ability to distinguish normal behavior from anomalous behavior with
experience [39]. In the context of anomaly detection, a machine learning algorithm typically provides a
mapping that adapts to unseen network anomalies [49]. Formally, let set S be defined such that S= {0,1},
and let us assume that a data instance can be either in one of two states, normal (i.e. 0), or anomalous
(i.e. 1). Let us also assume that each data instance resembles a feature vector X measured at time t and
denoted by X(t).
A machine learning algorithm aims at learning the function that maps all X(t) instances to their proper
states from S. In order to achieve their goal, machine learning algorithms utilize a set of data instances
that resemble the instances within a given computer network; this set is referred to as a training dataset
( or simply training set). Some machine learning algorithms learn the mapping function by utilizing
labeled training sets, where each instance in the training set is labeled with either one of the states in S.
These algorithms are referred to as supervised learning algorithms. On the other hand, some machine
learning algorithms utilize training sets of totally unlabeled instances. These algorithms are called un-
supervised learning algorithms. In some cases, the two approaches are mixed into the hybrid approach
called semi-supervised learning, where the algorithm is trained with a majority of unlabeled instances and
a minority of labeled instances. A machine learning algorithm starts by learning the mapping function
from the training dataset, then proceeds to the testing phase, where it examines “other” data instances
that are collectively referred to as the testing set, and computes the label (i.e. either 0 or 1) for each
instance using the mapping function it learned.

According to the categorizations provided in [30, 26, 33], machine learning algorithms are either:

• Classification-based. These algorithms’ main goal is to assign each data instance to either one of
pre-set classes based on their features. Typical examples include:

– Classification-oriented neural networks. A neural network loosely mimics the human neu-
ronal structure, and comprises a set of highly interconnected processes that operate asyn-
chronously on their local data [56]. A neural network is trained on normal data instances.
After that, it is presented with unseen instances. Here, the network applies a test on the test
data instance, if it passes, then it gets accepted as a normal instance. Otherwise, it is consid-
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ered anomalous. Feed-forward networks are neural networks typically used in classification,
like multilayer perceptron networks [57]. Depending on the labeling of the data, neural net-
works can be used for both supervised and unsupervised learning. Fig. 7 depicts a multilayer
perceptron network.

Figure 7: A multilayer perceptron network with one hidden layer.

– Bayesian networks. According to the definition in [58], “a Bayesian network is a graphical
model that encodes probabilistic relationships among variables of interest”. Bayesian net-
works are supervised learning algorithms based on the well-known Bayes Theory [39]. They
operate by estimating the posterior probability of an event given some pre-condition. A spe-
cial class of Bayesian networks is referred to as Naı̈ve Bayesian networks which are used
for univariate categorical data instances [39]. Here, for a given data instance, the network
estimates the posterior probability of detecting a class label from a set of normal and anoma-
lous class labels. The class label with the largest posterior probability is selected as the class
to which the data instance belongs. Multivariate data instances are handled via generaliz-
ing the univariate model, as the posterior probability for each attribute is estimated, then the
estimated probabilities get combined to assign the data instance to a given class [30].

– Support Vector Machines (SVM). SVMs are supervised learning algorithms that plot the train-
ing data instances in a multi-dimensional plane and then determine a hyperplane that splits
the data instances into two disjoint groups while maintaining the maximum margins around
the separating hyperplane [59]. One-class SVM algorithms are trained only with normal data.
Thus, upon receiving a test data instance, they predict whether it belongs to the normal data
class, or not. SVMs are well-defined as they stem from a solid mathematical background of
statistical learning theory [59]. An SVM algorithm is considered a linear classifier when it
uses a line to split the data instances into normal and anomalous. To perform non-linear clas-
sification, SVM algorithms use kernel functions [60]. An example of an SVM hyperplane is
presented in Fig. 8.

– Rule-based machine learning algorithms. These supervised learning algorithms learn the
rules that capture the normal behavior of a data instances. Thus, during testing, when all the
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Figure 8: An SVM hyperplane splitting two sets of data.

rules fail to capture a data instance, it is considered anomalous. Decision trees and Associ-
ation Rule Mining (ARM) techniques, among other rule-based techniques, are used to learn
the rules from the training data instances [39, 30]. A well-known decision tree algorithm is
the C4.5 algorithm, which is also known as J48 algorithm [39, 61]. Each rule is assigned a
weight that is proportional to the ratio of the number of training data instances the rule clas-
sified correctly to the total number of training instances covered by the rule. For a given test
data instance, the rule that best captures the test instance is sought. Here, the anomaly score
is the inverse of the weight associated with the best rule. Random forests are constructed
out of several decision trees; a random forest reports the mode of the classification of all
individual decision trees as the overall classification result [62].

• Nearest-neighbor algorithms. These algorithms use either distance-based or density-based func-
tions to measure the distance between a given data instance and its k− th nearest neighbor [30].
This distance designates the anomalous score of that instance. The assumption is that normal in-
stances, unlike anomalous instances, occur in dense groups. Based on whether labels are used in
training data instances, these algorithms can either operate in supervised or unsupervised fashions.

• Clustering. These unsupervised learning algorithms operate by trying to identify groups (i.e.
clusters) of closely located (or similar) training data instances. Anomalies may form sparse clusters
or belong to no cluster at all. Self-Organizing Maps (SOM) [63], Expectation Maximization (EM)
[64], k-means clustering [65], and Density-Based Spatial Clustering of Applications with Noise
(DBSCAN) algorithms [66] are classical clustering algorithms. A pictorial example of the k-means
algorithm output is shown in Fig. 9.

The Streaming Approach. The main idea behind this approach is to consider the data instances within
the network as continuous flows, and try to extract information from almost every such flow. Thus,
discrete algorithms may be applied to these streams in order to help detect anomalies [49]. The point is
trying to avoid sampling of traffic, which is usually used in typical anomaly detection algorithms, as it
may result in missing important data instances that may convey significant information on the normal or
anomalous behavior within the network.
To do so, the problem of detecting anomalous behavior in a network can be reformulated into either [49]:

1. Heavy-hitter detection problem, where the anomaly detection technique aims at identifying flows
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Figure 9: The output of applying k-means algorithm to a dataset with 4 clusters.

that represent large portions of the traffic;

2. Heavy-change detection problem, where the anomaly detection technique aims at identifying flows
that represent a significant change in traffic volume from one period of time to the other.

The heavy-hitter problem might be of more interest to network service providers as they try to achieve
their quality of service goals. The heavy-change detection problem, on the other hand, better models
the anomaly detection problem in computer networks. To solve the heavy-change problem, one would
typically [49]:

1. Apply a summarizing algorithm to the traffic flows to extract vital information without investigat-
ing the flows thoroughly. These are typically called sketching algorithms, and their outcomes are
called sketches.

2. Apply time-series forecast models on top of the sketches.

3. Estimate forecast errors, and use them to identify whether significant changes in traffic volumes
were spotted.

In the context of computer networks, let us assume that we aim at detecting heavy-change in each
flow designated by its source IP address. Also, let the vector F(t)[p] denote the amount of traffic trans-
mitted from the node with IP address p during time interval t. If node p transmits δ additional bits during
the tth time interval, then the total amount of traffic associated with p becomes F(t)[p] = F(t)[p] + δ .
Now, to identify flows with heavy change, we need to find all flows q for which |F(i)[q]−F( j)[q]|> ε ,
for some predefined threshold ε at time intervals i and j. The difference can be simple absolute differ-
ence or a relative difference, or a variational difference [67]. Naturally, the streaming technique is useful
in the situations where anomalous behaviors comprise notable changes in network traffic volumes.

2.2.4 According to the Nature of Data Instances

While some anomaly detection solutions rely on digesting the packet headers to help identify anomalies,
others would analyze the packets’ payload itself. Choosing either method depends on several factors.
First, in some cases the anomalous behavior manifests itself in anomalous traffic patterns, regardless of
the content being exchanged. For such anomalies, detecting packet headers would suffice, and help avoid
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breaching users’ privacy. On the other hand, some anomalies do not manifest themselves in anomalous
network traffic, but in falsified packets’ payload. Here, inspecting the traffic headers would have little to
do, if at all, with accurate identification of anomalies in the network. Yet, breaching users’ privacy may
be simply unacceptable at times.

2.3 Other categorizations

Anomaly detection solutions in networks are either packet-based or flow-based. In packet-based anomaly
detection, the detector analyzes the traffic packet per packet in order to look for anomalies. Yet, as the
number of such packets would be enormous, these solutions revert to sampling. Using sampling, the de-
tector investigates some of the packets generated at predefined timeslots, and associated with previously-
determined locations within the network. One challenge associated with sampling is its granularity, if
sampling happens more often than it should, it would result in having the detector examine a larger
number of packets which could render the detector rather slow in identifying anomalies. On the other
hand, if sampling happens less often than it should, it would result in missing important information
which could result in failing at detecting anomalies as well. In flow-based anomaly detection, the solu-
tion analyzes flows of traffic, running between given source and destination nodes, rather than individual
packets. Again, the detector may either investigate every such flow in order to detect anomalies, or may
sample certain flows to investigate. As we have shown in Subsection 2.2.3, streaming anomaly detection
techniques use the concept of sketching algorithms to analyze summaries of traffic flows.

While some anomaly detection solutions monitor live nodes’ behavior, and report the anomalies they
identify in real-time (i.e. online detectors), other solutions operate offline, as they digest previously-
collected behavior patterns. Online solutions are more responsive compared to offline solutions, yet,
some of them may introduce some overhead on the network itself. This is due to the fact that some online
solutions rely on having some or all of the nodes in the network participate in the anomaly detection
process. This can be a serious burden in situations where nodes have limited resources such as the case
of sensor and smartphone networks. Offline solutions, on the other hand, relief the network from such
overheads, but fail at being responsive which may not be acceptable in some contexts.

The aforementioned categorizations of anomaly detection solutions are applicable both in network-
level detectors as well as application-level detectors. However, other categorizations are more relevant
to application-level anomaly detection solutions. For example, such anomaly detection solutions are
considered static if they identify anomalies solely via inspecting the application’s source code files. In
the context of smartphone networks, these solutions would analyze the application’s xml and .dex files
in order to identify anomalous behaviors [37]. They would normally look for signs of anomalies in
the application’s permissions, used APIs, and the like. On the other hand, dynamic anomaly detection
techniques identify anomalous behaviors by monitoring the application’s behavior under execution, and
normally look for signs of dynamic loading, suspicious code downloads, suspicious system calls, and
the like. While static analysis is usually more efficient from a computational perspective, it fails when
the application’s source is obfuscated as it is usually the case for malicious code. Dynamic techniques,
on the other hand, are more resource and time consuming, relatively speaking, which may render them
impractical to deploy on smartphones and sensors. However, they are immune to code obfuscation.

Another categorization that especially pertains to smartphone and sensor networks is the location of
the detection solution [68]. Some solutions run totally on-device without support from remote server(s)
(see e.g. [69]). Such solutions need to be lightweight and efficient, or they will exhaust the devices’
resources. Other solutions run off-device, where some or all of the detection processing takes place on
remote server(s) that do the actual processing of the collected information, and decide on the existence
of anomalies. These solutions impose a smaller computational overhead on the devices, yet they incur
communication costs, and are prone to malicious isolation from the servers which will prevent them from
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communicating their measurements during anomaly detection.

2.4 Measuring the Performance of an Anomaly Detection Technique

As we briefly described in Subsection 2.2.3, anomaly detection starts by a learning phase in which the
solution, regardless of its approach, gets exposed to the training dataset. After the learning phase is over,
the solution becomes ready to classify new and/or previously unseen instances. Upon completing this
phase, specific metrics that measure the solution’s performance get calculated accordingly.

For a typical anomaly detection solution, identifying anomalies correctly is necessary, but not suffi-
cient. It is also necessary that the solution does not generate false alarms (i.e. identifies normal instances
as anomalies). In real-world applications, it is rather undesirable to have a solution that generates false
alarms even if it manages to detect actual anomalies with high accuracy. Here, we summarize the most
important metrics used to assess the performance of an anomaly detection solution.

The most-commonly used metric is the True Positive (TP) rate (also known as detection rate, sen-
sitivity, or recall) which designates the ratio of the instances classified as anomalous (i.e. positive) by
the detector. Another important metric is the False Positive (FP) rate (i.e. false alarm) which designates
the ratio of the normal instances classified mistakenly as anomalous. The False Negative (FN) rate is
the ratio of the anomalous instances mistakenly classified as normal, while accuracy refers to the ratio
of all correctly classified instances either normal or anomalous. Moreover, the Receiver Operating Char-
acteristic (ROC) curve is a metric to measure the performance of a detection solution. It is generated
by plotting the TP rate against the FP rate at different threshold values, where a threshold is the cut-off
point between considering an instance normal or anomalous. The AUC metric designates the Area Un-
der the ROC Curve. Another metric is precision, which is the ratio of correctly classified anomalies to
all instances classified as anomalies. F-score (also known as F-1 score, F1-score, or F-measure) is the
harmonic mean of precision and recall and is calculated as [70]:

F−Score = 2∗ Precision∗Recall
Precision+Recall

(1)

3 Anomaly Detection Techniques: State-of-the-Art

In this section we discuss a set of recent anomaly detection solutions for computer networks. We start
with network-level anomaly detection solutions, and then depict application-level anomaly detection
solutions.

3.1 Network-level Anomaly Detection Solutions

Several network-level anomaly detection solutions have adopted the machine learning approach. Here,
we depict a subset of these solutions.
In [71], the goal was rapid and accurate detection of some data-centric anomalies while saving on nodes’
computational, memory, and communication resources. The authors introduced the Practical Online
aNomaly Detection (POND) framework which utilizes machine learning for anomaly detection in Wire-
less Sensor Networks(WSNs). The WSN had a base station, and comprised a logical tree of nodes that
extracted statistical features online without maintaining sampled data points over the extraction window.
To reduce the communication overhead, the nodes sent summarized statistical measurements only during
their initial deployments. Furthermore, child nodes sent their summarized measurements to their parent
nodes to help them detect misbehaving child nodes. POND utilized supervised learning where certain
anomaly models were injected into the sensor network initially. Then, each sensor measured three sta-
tistical features pertaining to temporal deviation, spikes in values, and violations of data ranges. After
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the sensors communicated their statistical feature summaries to the base-station, it applied the Adaptive
Boosting (AdaBoost) algorithm to the statistical data collected from sensors, and selected a predictor
that achieved the best trade-off between complexity and accuracy. The AdaBoost algorithm operates by
combining weak classifiers into a weighted sum that represents the overall classification value [72]. The
predictor was sent to the sensor nodes, with normal and abnormal nodes labeled accordingly. A parent
node would restrain from sending the statistical measurements of its child node(s) that are designated ab-
normal by the predictor. The authors did two limited sets of experiments; using simulation of 200 nodes,
and implementation on a randomly scattered 22-node in-door network of MicaZ motes, and measured
FN and FP rates.

In [73], the author proposed an anomaly detection algorithm that combined both a genetic algorithm
and an artificial immune system, called GAAIS, for dynamic intrusion detection in ad hoc networks.
GAAIS can adapt to changes in network topology and utilizes two updating methods to achieve this
goal. GAAIS comprises three steps: training, detection, and updating. In the training step, each node
extracts a set of feature vectors from its normal traffic to generate its spherical detectors. In the detection
step, each node extracts a set of feature vectors from its current traffic and compares it, after proper
scaling, to its spherical detector to help identify anomalies. In the updating step, the spherical detectors
get updated using either partial or total update at pre-specified time intervals. The author used simulation
to measure the performance of their solution. They assumed one node to be malicious and generated 5
pre-determined categories of attacks and measured the detection accuracy for each attack separately as
well as the time spent on training, testing, and updating. They pre-set the number and categories of the
feature vectors used for generating the spherical detectors.

In [74], the goal was to accurately identify abnormal measurements of medical WSNs. The authors
assumed the existence of medical sensors that were attached to a patient’s body, and responsible of mea-
suring his vital biometric signs and sending them to a Local Processing Unit (LPU). The LPU would then
measure the spatial correlation of the values it received to determine if an outlier exists. In such a case,
the LPU generates an alarm as this outlier would typically indicate a health complication in the patient.
Yet, the authors aimed to reduce the ratio of false alarms raised by the LPU by making sure the sensors
do not send anomalous and/or faulty measures to the LPU. The authors assumed that the anomalous
incidents were rather rare. Thus, the sensors carried out a lightweight distributed computation to identify
anomalies locally, and communicate them to the LPU. The sensors utilized a forecasting technique in
order to detect anomalies; hence, prior knowledge of the anomalous or normal data was not necessary.
They also utilized the Exponentially Weighted Moving Average (EWMA) technique [75] for forecast-
ing, and compared the expected measurement with the actual measurement to figure out the deviations
from the expected behavior. The LPU applied chi-squared distance and Kernel Density Estimator (KDE)
[76] to ignore uncorrelated data before raising a medical alarm. In their simulation, the authors used
real medical dataset from the Physionet database1. The dataset contains almost 45000 records, and each
record contains 4 attributes. They compared their approach with the Mahalanobis Distance (MD) [77],
and found that the two methods performed similarly in terms of identifying anomalous values. They also
injected 100 synthesized anomalies at different time instants and in different attributes, and measured the
TP and FP rates.

In [29], the authors aimed at developing a self-learning anomaly detection solution that adapts to
change in the network’s traffic. Thus, they utilized a semi-supervised learning algorithm, where the de-
tector was trained only on normal cases, and the knowledge about anomalous cases evolved dynamically.
Consequently, they used the Discriminative Restricted Botlzman Machine (DRBM) neural networks
[78], which combine strong generative modeling with classification accuracy in order to infer knowl-
edge from incomplete training data. Typically, a DRBM comprises a network of stochastic neurons that

1http://www.physionet.org/, accessed on Nov. 4th, 2014
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behave according to some energy model. The authors’ hypothesis was that there exist deep similarities
between normal cases that can be fully expressed using the DRBM machine so as to spot anomalous
traffic with high accuracy. The authors conducted two sets of experiments; in one they acquired real
traffic traces from a normal network host and an infected network host. In the second, they utilized the
KDD’99 training set2. They measured the accuracy of the classifier as well as the free-energy associated
with normal and anomalous traffic.

In [79], the authors aimed at selecting a subset of the data instances that is representative of the orig-
inal data instances set. This data reduction would help design intelligent intrusion detection systems that
are both effective and efficient. To achieve their goal, they introduced the notion of representativeness
which measures the representative power of an instance within its class and with respect to the data in-
stances set. An instance is considered representative when it is similar to many instances within its class
and different from the other data instances within the other classes. In their work, they used a Euclidean
distance metric to measure the similarity, and multiplied it by a factor that measures the similarity be-
tween the instance and all other instances within other classes. However, to reduce the cost associated
with these measures, the authors used a centroid-based classification algorithm to measure similarities.
To assess the effectiveness of their approach, they tested with several machine learning algorithms span-
ning: k-nearest neighbor, artificial neural networks, SVM, and liblinear classifiers, which are large-scale
linear classifiers [80]. They compared the performance of these algorithms using the same dataset with
and without representativeness and measured: TP and FP rates, precision, F-score, and accuracy. Their
results showed that the reduced features resulted in detectors with performance comparable to the cases
when no feature reduction was used. As for the data they used, it comprised labeled flow-based honeypot
traces. As the majority of the traffic was anomalous, they incorporated benign traffic for the purpose of
evaluation. They carried out extensive experimentation in order to figure out the proper values for the
number of clusters as well as the number of representative instances.

In [81], the authors aimed at detecting anomalies with a high degree of accuracy albeit the conflicting
network environment. Thus, they developed a novel combination of machine learning techniques for
feature selection which consisted of k-means clustering, Naive Bayes classification, the Kruscal-Wallis
test [82], and C4.5 decision trees. Their approach comprised:

1. An unsupervised stage in which k-means was applied in order to identify clustered features.

2. The feature selection step which utilized wrapper-based Naı̈ve Bayes algorithm for relevant feature
ranking and Kruscal-Wallis’s test for significant feature ranking.

3. A supervised learning stage where the C4.5 decision tree algorithm was used to evaluate the sig-
nificantly relevant subset of features selected in the selection step.

The authors found that statistically reduced yet relevant features can filter out noisy data associated
with irrelevant features. Their work also showed that the speed and efficiency of anomaly detection
improved, as reducing the amount of features helped decrease the amount of computation required. To
assess their technique, they built a small office network and had it generate four types of Distributed
Denial of Service (DDoS) attack to investigate whether or not their technique would identify the proper
features for each type of DDoS attack. Firstly, they applied the k-means clustering algorithm which only
gathered the malicious traffic into clusters. The number of clusters was comparable to the number of
DDoS attack types. Then, they applied the Naı̈ve-Bayesian classifier to rank the features within each
cluster. Kruscal-Wallis method was applied afterwards to double check the significance of the previous
steps. After the feature sets were identified, they got classified using the C4.5 algorithm. Then, the
authors estimated the classification accuracy, FP and FN rates for the original features, the features

2http://www.sigkdd.org/kdd-cup-1999-computer-network-intrusion-detection, accessed: November 4th 2014
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identified after the Naı̈ve-Bayesian classifier, and the feature set identified after the Kruscal-Wallis test.
Reducing the features did not significantly reduce the accuracy of the classification.
Another network anomaly detection solution that utilized machine learning is depicted in [83], where the
authors took advantage of SVM, simulated annealing, and decision trees. SVM was used to select the
best features, whereas simulated annealing and decision trees were used to obtain decision rules to help
identify new attacks.

Other network anomaly detection solutions utilized statistical techniques. Here, we highlight a sub-
set of the state-of-the-art statistical anomaly detection techniques in computer networks.
In [84], the authors aimed at developing a contextual anomaly detection technique that provides a scalable
way to detect, classify, and interpret anomalies in sensor-based systems. This work outlined a contex-
tual anomaly detection algorithm for streaming sensors of networks. This anomaly detection technique
further enhances the parallel computing model, MapReduce in order to handle sensors’ big data [85].
Additionally, the technique comprised a two-part detection scheme in order to detect point anomalies in
real-time and then evaluate them using contextual clustering. The contextual clustering was performed
using the profiles of the sensors that were used in similar contexts, to ensure real-time anomaly detec-
tion. In the part that detects point anomalies, the authors used a univariate Gaussian predictor that built
a historical model of the data, and then predicted and compared new values based on the model. This
part classifies data quickly at the expense of accuracy; thus, in the context-based anomaly detection part,
the contextual anomaly detector defined the sensor profiles, and assigned each sensor to one of those
profiles. It then evaluated the current value, pertaining to the sensor declared anomalous by the first
part, against the sensor profile’s average expected value. The sensor profiles were defined using a mul-
tivariate clustering algorithm which included sensors’ multidimensional contextual metadata spanning
location, time, and weather conditions. This part of the detector was learned off-line using MapReduce
for computational efficiency. The authors utilized Powersmiths datasets to measure the performance of
their proposed technique3. They also included artificial data streams during the testing phase to simu-
late real-time real-world scenarios. They experimentally selected 3 clusters, and counted the number of
point-anomalies and contextual-anomalies that could be identified by their algorithm.

In [86], the authors aimed at developing an anomaly detector that adapts to analysis on irregular
topologies, and can also analyze the traffic matrix in time as well as space domains. In this paper, the
authors implemented Multi-Resolution Analysis (MRA) [87] on Traffic Matrix (TM) using Diffusion
Wavelets (DW) [88]. As a typical TM for an n−node network comprises N2 entries, the MRA provides
a sparse model of M entries where M� N2. The DW implements the MRA on a given TM, and figures
out the most important characteristics of the resulting sparse model. The authors utilized 84 samples from
datasets of Abilene Network [89]. They introduced the concept of Contribution Ratio (CR), which is the
ratio of the square of the volume V (either one of the 5th level approximation coefficients generated by
DW) to the energy of the traffic. The smoothness of the CR over a given time interval implied the absence
of anomalous behavior. On the other hand, a change in the CR designated a sensor’s disconnectivity, and
thus implied the presence of an anomaly.

In [90], the authors aimed at developing a collective long-term anomaly detection algorithm for
wireless sensor networks. Thus, they proposed a statistical data centric anomaly detection algorithm for
wireless sensor networks that considered a collection of neighboring data segments as random variables.
Each data segment comprised observations taken over a continuous time interval. Such a segment is said
to be anomalous if it contains multiple contaminated measurements. In this work, anomalies were identi-
fied by measuring the minimum prediction variance of each data segment with respect to the rest. Hence,
a given data-segment was labeled as anomalous if it was distinct in terms of its prediction variance. The
authors assumed the WSN is split into clusters of adjacent sensors and developed a prediction variance

3“Powersmiths: Power for the Future,” 2010, http://ww2.powersmiths.com, accessed on November 4th, 2014
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detector accordingly. Each cluster had a Cluster Head (CH) that collected the data segments from the
sensors within its cluster and considered them random variables. The CH predicted each variable, and
obtained a set of prediction variances. After that, the CH constructed a statistical quantity based on a
chi-squared distribution, and a confidence interval was established as the threshold. This quantity helped
determine the sample covariance matrix among the variables which was used to help detect anomalies.
The sensors did not transmit the measurements associated with their local data segments, but instead
the compressed difference sequences, and sample standard deviations corresponding to their segments.
This helped reduced the communication overhead by 80%, per the authors experiments, as the covari-
ance matrix was built by taking advantage of the Spearman’s rank correlation coefficient. The authors
evaluated the proposed detector utilizing the measurements recorded by the IBRL sensor network which
comprised 52 operating sensors4. They used a fixed-width clustering technique to split the network into
7 clusters. And all their experiments utilized one of the clusters that contained 11 nodes. They measured
FP rate, the detection accuracy, and the average saving rate (i.e. communication cost) for 20 and 40 data
segments. They also injected anomalies artificially in their experiments.

In [91], another collective anomaly detection solution was proposed, where a quickest change desig-
nates a sequence of observations whose Probability Density Function (PDF) might change at an unknown
time. The goal of this paper is to detect the presence of such a change with a minimum delay under cer-
tain false alarm constraints. The authors assumed that the behavior of the network comprised a sequence
of observations whose probability density function changed at unknown times. In their work, the authors
assumed the network to be a wireless sensor network that is split into three groups, each of which applies
the CUmulative SUM (CUSUM) strategy [92]. Each group that detected an anomaly sent an alarm to
the fusion center. Upon receiving two alarms at least, the fusion center fired a global alarm to announce
the detection of an anomaly. The sensors used two techniques for collecting observations within their
own groups; the continuous-time Brownian motion and the discrete time model. The continuous-time
Brownian motion assumes that changes in the behavior can happen simultaneously, while in the discrete
model changes happen independently.

In [93], the authors aimed at developing a decentralized anomaly detection solution for wireless
sensor networks in the presence of one or more classes of misbehaving nodes. The detector was assumed
to operate in a wireless sensor network where a centralized fusion center exists. The fusion center
collected feedback from the sensor, and for each anomaly it detected it decided the class to which the
anomaly belonged. The authors assumed that each class of anomalies can be characterized using a
decision rule (an operating point). Then, they reformulated this assumption into a maximum-likehood
estimation problem with latent variables. After that, they applied the Expectation Maximization (EM)
algorithm, which is an iterative algorithm for solving the maximum likelihood estimation problem. To
assess the performance of their detection technique, the authors measured the discriminability which
designates the rate of correctly classified cases, and the reliability which measures the distance between
the estimated and actual operating points. They compared their technique with the with the Reputation-
Based Classifier (RBC) algorithm [94], and showed that their approach outperformed the RBC algorithm
in the metrics they measured.

Some recent network anomaly detection solutions used a hybrid approach that mixed different de-
tection techniques. For example, the work in [95] aimed at developing a real-time anomaly detection
solution for computer networks. In this work, the author added time to the features in order to accom-
plish anomaly detection in real-time. They also compared the performance of three well-known detection
algorithms: multivariate normal distribution, k-nearest neighbor, and one-class SVM. To achieve their
goal, the author generated a sequence of data points at regular time intervals, and then constructed a time
series for each interval. After that, they created a feature vector for each time interval and mapped it to

4Intel lab data, http://db.csail.mit.edu/labdata/labdata.html. [Online]. accessed on November 4th, 2014
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a single data point in the corresponding feature space. To evaluate the technique, they combined normal
traffic from a University local network with 5 types of anomalous traffic from the Lincoln Laboratory at
the Massachusetts Institute of Technology [96]. They measured precision, recall, and F-score for two sets
of experiments; one with row features, and the other with the time-enhanced features for which they used
a discrete wavelet transformation. Additionally, the features for each anomaly detection technique were
selected manually. This work’s results suggested that the proposed technique produced fine performance
for several types of attacks.

Also, in [97], the goal was to compare and contrast the advantages and disadvantages of various
categories of machine learning techniques for anomaly detection in computer networks. The authors
did compare two statistical approaches to anomaly detection based on the Statistical Hypothesis Testing
(SHT) with two methods based on 1-class SVM (i.e. one-class SVM) algorithm and one clustering
technique. One of the SVM methods was a per-flow detector, while the other was window-based as
it considered a sequence of flows within one time window and tried to detect anomalies within each
window. The clustering technique was based on the Adaptive Resonance Theory (ART) [98] which
splits the network into clusters based on the unique features of its flows. The ART detector was a per-
flow detector, while the two SHT detectors were window-based. The authors did synthesize two types
of traffic; flow-based and packet-based, using two traffic generating software tools they developed. The
experiments showed that flow-based detectors yielded better resolution, but suffered from higher FP
ratios and instability. On the other hand, the window-based techniques yielded lower FP ratios, and were
more stable, yet exhibited lower resolution. The window-based 1-class SVM detector offered parameter
tradeoffs between resolution and stability.

All the preceding recent anomaly detection solutions are behavioral; however, some solutions mixed
the signature and behavioral approaches. One example is depicted in [62], where the goal was to utilize
misuse detection in order to help select features and, hence, improve the performance of the solution.
Thus, the authors proposed combining misuse detection with anomaly detection in a framework that
comprised two phases; the first was the misuse phase which utilized the random forest algorithm to
produce feature importance. In the cases where the misuse detection phase failed at identifying a potential
threat, that threat’s feature importance values got transferred to the anomaly detection phase ( i.e. the
second phase) which utilized weighted k-means algorithm to figure out if that potential threat was an
anomaly. In their experiments, the authors injected anomalies into four datasets they complied based on
the KDD’99 dataset, and measured the detection and the FP rates. They also calculated the importance of
the features they selected. Their results showed that their proposed technique outperformed the classical
machine learning techniques they compared with ( i.e. random forest, SVM, cluster-based estimation,
and k-nearest neighbor algorithms).

A recent collective anomaly detection solution that exploited the concept of spectral analysis is
depicted in [99]. The authors aimed at addressing the special cases of collective anomalies in which
anomalies appear locally in both time and space. They developed a new unsupervised spectral anomaly
detection method that utilizes graph-based filtering framework. They also assumed that anomalous data
instances were far less frequent than normal data instances. Their proposed technique is distributed in
the sense that it splits a WSN into clusters, and assigns each cluster a cluster head to detect the anomalies
within that cluster. In their work, they formulated the spectral decomposition using both graph-based
filtering and PCA, and unified both formulations. Moreover, they showed that PCA is a special case of
spectral decomposition with graph-based filtering. Their approach comprised three steps: graph con-
struction, finding cut-off frequency of graph-based filters, and thresholding anomaly scores. In the graph
construction step, an undirected graph that corresponds to the WSN was generated using the Euclidean
distance between the sensors. In the next step, spectral decomposition was accomplished using graph-
based filtering where normal and anomaly subspaces got separated for unsupervised detection. In the
last step, a threshold score for detecting anomalies was selected. The authors defined their own scor-
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ing using projections on both normal and anomaly spaces. They also depicted the performance of their
proposed graph-based filtering approaches by benchmarking against PCA-based and clustering methods
in terms of ROCs and their AUC. Using the autoregressive model they generated a WSN of 100 nodes,
and collective anomalies were generated using a highly varying autoregressive model at dedicated time
instances. The LEACH protocol was used to split the network into 6 clusters and to select the cluster
heads [100].

Other recent solutions for the problem of anomaly detection in networks use the information theoretic
approach. For example, in the work depicted in [101], an active hypothesis testing technique was utilized
to help solve the problem of quickest detection of a single anomalous node among a finite set of nodes. At
specific time intervals, a subset of the network’s nodes was observed and the observations of each node
followed either one of two different distributions based on whether the node was normal or anomalous.
The authors extended their solution so that they could handle multiple anomalous nodes under certain
conditions. In another solution [54], the authors introduced the “typical day profile” technique and
applied it to the change-point detection theory, which aimed at identifying sudden changes within a
given time interval, to help identify anomalies in aggregate network traffic. The authors also analyzed
and contrasted some change point detection methods in order to detect anomalies in a dataset of 24-hour
worth of network traffic within a university campus.

Some recent solutions to the anomaly detection problem in computer networks have utilized the
streaming technique. For example, the work depicted in [102], introduced the LD-Sketch, which is a data
structure intended for accurate and scalable traffic anomaly detection. The LD-Sketch combines counter-
based and sketch-based techniques, and operates in two phases. In the first of which, local detection was
performed. Then, distributed detection was applied to reduce false positives by aggregating multiple
detection results. The authors compared their solution with some state-of-the-art streaming techniques
including [103, 67, 104], and showed that their solution achieved better accuracy. Another solution that
is based on the streaming approach is depicted in [104], where the authors proposed the fast sketch data
structure which can aggregate packets into a small number of flows, to detect traffic anomalies with small
space and time. Besides, their sketch combined both the combinatorial group testing, and the quotient
technique to identify anomalies to help achieve faster anomaly detection.

Table 1 summarizes the anomaly detection solutions described in this section. The approach column
designates the detection technique utilized in the solution. Network Centric (NC) Vs. Data Centric (DC)
specifies whether the solution addressed anomalies in terms of the network packet headers, or in terms
of packets payload. The Scalable? column designated whether scaling for larger networks is taken into
account in the solution or not. In this table, Inf. Theoretic stands for the information theoretic approach.

3.2 Application-level Anomaly Detection Solutions

In the context of smartphone networks, security has been a crucial issue. Thus, most of the anomaly
detection solutions in this context address malware detection in particular, although several such solutions
can potentially handle other anomalous behaviors should they be exposed to their corresponding data
instances. A vast majority of malware detection techniques are behavior-based. We first explore the
literature on behavior-based static analysis malware detection techniques for mobile devices.

In [105], static analysis was used to gather as many features as possible. The proposed system,
DREBIN, is a lightweight system that can run on the device itself. The authors statistically inspected
a given Android application and extracted different feature sets from the manifest and .dex files. The
extracted features sets were then mapped to a joint vector space, such that patterns and combinations of
features could be analyzed geometrically. Then, SVM was applied to help separate malware behavior
from normal behavior. Upon detection a malicious application, the features pertaining to that application
were reported back to the user. In this work, the feature sets included hardware components, requested
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Table 1: Summary of recent anomaly detection solutions at the network level.

1st Author, Year and Ref. Approach NC vs. DC Scalable? on/off-line
AbuAitah, 2014 [71] Machine learning DC No Online

Barani, 2014 [73] Machine learning NC Yes Online
Salem, 2014 [74] Machine learning DC No Online
Fiore, 2013 [29] Machine learning NC No Offline
Guo, 2013 [79] Machine learning NC No Online

Louvieris, 2013 [81] Machine learning NC No Offline
Lin, 2012 [83] Machine learning NC No Offline

Hayes, 2014 [84] Statistical DC Yes Online
Sun, 2014 [86] Statistical NC No Offline
Xie, 2014 [90] Statistical DC Yes Online

Bayraktar, 2014 [91] Statistical DC No Online
Soltanmohammadi, 2013 [93] Statistical DC No Online

Limthong, 2013 [95] Mixed NC No Online
Wang, 2013 [97] Mixed NC No Offline

Egilmez, 2014 [99] Spectral DC Yes Online
Cohen, 2014 [101] Inf. Theoretic DC No Online

Cuadra-Sanchez, 2014 [54] Inf. Theoretic NC No Offline
Huang, 2014 [102] Streaming NC Yes Online

Liu, 2012 [104] Streaming NC No Online

permissions, application components, filtered intents, restricted API calls, suspicious API calls, and
MAC addresses. The authors evaluated their detection solution using 123453 applications and 5560
malware samples. They performed three sets of experiments, in the first they measured the detection
performance of DREBIN and compared it to sKirin [106], RCP [107], and the approach by Peng et al.
[108], as well as some Anti-Virus engines. They measured the TP and FP rates, and found that their
approach outperformed the other static-analysis techniques they compared with, and was comparable to
the anti-virus engines. In the second set, they investigated the explainability for 4 malware families. For
each sample of those families, they identified the features with the highest contribution to the classifica-
tion decision, and then averaged the results for all the instances of a family. In the third set, they ran an
already learned DREBIN instance on several smartphones, and found that the execution time required to
analyze an application was 10 seconds on average.

In [109], the authors also utilized static analysis for malware detection. They obtained permission
combinations that are frequently requested by malware applications, and implemented a rule-based mal-
ware detection scheme which they called Droid Detective. Their approach comprised decomposing the
application into several files and extracting the manifest file in a readable format. Then, they fed the man-
ifest file to their permission mapper, which kept track of the permission combinations seen so far along
with their appearance frequencies. Next, the permission maps (i.e. permission combinations together
with their frequencies) were fed to the rule sets selection process. The rule sets selection process was
responsible for extracting the permission combinations that were requested more often by malware than
by benign Apps, according to an equation developed by the authors. In their experiments, the authors
measured the TP, TN, FP, and FN rates utilizing 1260 malware samples published by NCSU researchers
[110], together with 741 benign applications collected from the official Google Android Market. Their
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experiments revealed that their permission-combination approach managed to detect the SMS related
malware efficiently with low FP rate.

Another static analysis solution is depicted in [34], were the authors aimed at utilizing statistical
approach to solve the problem of malware detection using static analysis. They used a probabilistic
discriminative model based on regularized logistic regression for Android malware detection. Also, the
authors decompiled applications’ source codes and extracted Android API calls as features (i.e. source
code features), in addition to application permissions’ features. The authors explored issues in feature
granularity, feature representation, and feature selection and regularization. Moreover, they utilized in-
formation gain and chi-squared techniques for feature selection. In their experiments, the authors used
datasets collected from different sources. They measured the precision, recall, and the AUC for their pro-
posed system. Moreover, they compared their system with Naive Bayes with Informative Priors (PNB),
Hierarchical Mixture of Naive Bayes (HMNB), and 2-PNB generative models based on permissions’
features in one set of experiments [108]. In the other set, they compared their system with the same 3
generative models, as well as k-nearest neighbor, SVM, and decision trees, based on source code fea-
tures. In the third set, they combined the source code features and application permission features in
different ways and measured the precision and recall of their proposed solution. The authors showed
that their system outperformed the other state-of-the-art methods they compared with based on static
analysis.

In [111], the authors aimed at developing a rapid static analysis malware detection solution. They
combined feature-based applications permission, broadcast receivers, and the presence of embedded An-
droid applications and native code. They utilized random decision trees that built rules comprising 2 or
3 features each. To assess the performance of their system, they obtained a set of known malicious ap-
plications and some benign applications drawn randomly from a set of 500 applications. They measured
TP and FP ratios, illustrated that their system performed comparably to leading antivirus engines.

Other static analysis solutions that utilized machine learning techniques are depicted in [112] and
[113]. In [112], reverse engineering of the application’s executable files was used to obtain the feature
set using a Java-based profiling tool developed by the authors. Also, the authors utilized a Bayesian
classifier for their learning algorithm. In [113], one-class SVM was utilized to help identify malware
behavior while using the open-source Androguard tool5 for feature extraction. Both solutions are offline
and off-device.

A wider set of recent malware detection solutions for mobile devices has adopted the behavior-based
dynamic analysis approach. Here, we highlight a subset of thee recent techniques.
In [114], the authors aimed at combining the best features from host-based and cloud-based anomaly de-
tection techniques. Thus, they developed a dynamic hybrid mobile IDS framework with both host-based
and cloud-based capabilities. Their framework is intended for iOS mobile devices, but can be extended
to accommodate Android devices as well. The framework incorporated four diverse detection mecha-
nisms, and anomalous behavior was determined based on their combined outcomes. These mechanisms
comprised: SMS profiling, monitoring of applications behavior via iDMA [115], a touch logger profiler
(iTL) [116], and a keystroke-based authentication system. Upon receiving an alert regarding a suspicious
event, the framework would determine whether to run the detection algorithm on the cloud or the host
itself, and then will inform either one to accomplish the detection task. Upon detecting an anomalous
application, it decides what the actions to be taken and adds the application’s relevant information to
its own behavior profile database. To evaluate their framework, the authors collected traces from real
users’ profiles, and utilized decision trees for their learning algorithms. They ran experiments to measure
the detection accuracy as well as the CPU, memory, battery, and timeliness (i.e. the time to detect a
malicious application).

5Androguard. https://code.google.com/p/androguard/, accessed on November 4th, 2014
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In [117], the authors aimed at developing a dynamic system for detecting a mobile application’s
meaningful deviations from the normal behavior based on its network traffic. They targeted republished
popular applications injected with malware or malicious code as well as malware with self-updating
capabilities. As each application should have a model that describes its traffic patterns, they aimed
at learning such models using a semi-supervised machine learning algorithm that learns the behavior
of normal applications. Thus, when such an algorithm is presented with a new application, it would
measure its deviation from normal behavior. If the measured deviation exceeds a pre-defined threshold,
the application will be considered a malware. Their proposed system consisted of 6 main components:

1. A Graphical User Interface (GUI) that communicated with the user and displayed alerts.

2. An alerts handler that generated alerts and processed users’ responses to them.

3. Feature extraction which measured specific features at specific time intervals.

4. Feature aggregation which computed defined aggregations over all extracted measurements within
a specified time interval.

5. A local learner that comprised local models that represented the applications’ traffic patterns per-
taining to the user.

6. An anomaly detector which performed online analysis of the applications’ network behavior, and
detected the deviations from normal behavior.

The learning algorithm, in this work, was based on the cross-feature analysis approach which trans-
forms a semi-supervised learning problem to a collection of supervised learning problems for which
well-established solutions exist [118]. Moreover, detection and learning processes took place locally
on the device itself. The authors conducted several sets of experiments utilizing the applications’ traf-
fic pertaining to the devices of 8 volunteer users over a defined period of time. They also used 10
self-written and 5 real malware applications for testing. Their experiments revealed that modeling an
application’s traffic using only application-level features is possible, also they deduced 7 discriminat-
ing network-relevant application-level features. For the cross-feature analysis they used C4.5 decision
trees for categorical features and several machine learning techniques for the numerical features, includ-
ing regression-based classifiers, Decision Table [119], SVM, and Decision/Regression Tree (REPTree)6.
The authors measured the TP and the FP rates, the accuracy rate, and detection time. Their results
showed the REPTree and Decision Table to be most successful in terms of the metrics they measured.
The authors argued the efficiency of their solution in terms of memory and CPU overhead, which would
encourage its deployment on the devices directly. However, these overheads did not cover the feature
extraction and aggregation components.

In [120], the authors aimed at achieving rapid dynamic large-scale detection of mobile malware
using machine learning algorithms. They presented their STREAM framework which is a distributed
application profiler that comprises a master server that distributes profiling jobs to worker nodes. The
worker nodes, in their turn, distribute the jobs among the devices and/or emulators to run the detection
algorithms in parallel. The STREAM master then harvests the feature vectors from the devices and em-
ulators and handles classifier training and evaluation. In their framework, they evaluated random forests,
multilayer perceptron networks, Naive Bayesian networks, logistic regression, and J48 decision trees. In

6http://weka.sourceforge.net/doc.dev/weka/classifiers/trees/REPTree.html, accessed on November 4th
2014
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their experiments, they utilized a database of known malwares in order to evaluate their framework. Be-
sides, they utilized Android’s MonkeyRunner7 user input tool to explore the application’s behavior. The
authors measured the TP rate, the FP rate, and the detection time, as well as the percentage of correctly
classified instances. Their results showed that the Naive Bayesian networks performed the best, while
the logistic regression algorithm performed the least in terms of the metrics they measured. Moreover,
they trained their algorithms on 1330 malware applications and 408 benign applications.

The authors in [35] proposed a set of features to detect mobile malware in mobile devices using
machine learning techniques dynamically. In their work, the authors proposed an Android malware
detection system that consisted of a data processing step which comprised deploying an agent on the mo-
bile device. The agent monitored the behavior of the applications executing in the device and recorded
some measurements in a pre-defined format. The solution also consisted of a malware detection com-
ponent which created a machine learning model for each application. This component applied 4 types
of classifiers: Naive-Bayesian networks, random forest, logistic regression, and SVM, and measured
the detection performance for each classifier. The features they identified spanned: network related fea-
tures, SMS related features, CPU related features, power consumption features, process relevant features,
memory relevant features. In their experiments, the authors measured the performance of the classifiers
they experimented with in terms of precision, recall, F-score, and ROC AUC. They utilized 30 normal
applications and 5 malware applications, and utilized the information gain technique to identify the best
performing features among the 32 features they considered initially. According to their experiment, the
top 10 performing features addressed memory, CPU, network, and SMS aspects of the application. Their
experiments showed that the decision trees outperformed the remaining machine learning algorithms in
terms of TP and FP rates.
In [121], the authors aimed at introducing the service-oriented architecture concepts to malware detection
solutions. Thus, they proposed a client-server architecture called SmartMal, where clients continuously
extracted various features and transferred them to the server. The server side comprised distributed
servers that run state-of-the-art anomaly detection techniques in parallel, in order to analyze clients’ fea-
ture vectors. Besides, their architecture utilized information fusion in order to concatenate the servers’
results. For anomaly detection, they proposed a model-based approach where an Analytical Hierarchy
Process (AHP) [122] was used to construct a 3-layer model in order to divide the complex strategic
decision problem into different subjects aiming at several targets. For each of these subjects, a fuzzy
quantitative approach was utilized to estimate the weights of the model. To evaluate the performance
of SmartMal, the authors built a prototype to profile the behavior of normal applications. They used
3 smartphones on which 32 benign applications ran and sampled their status every 30 seconds via a
background engine. Then, they measured the CPU/memory utilization, the battery consumption, and the
network traffic profile for those applications. To measure the performance of their architecture, they uti-
lized three smartphones, to simulate and detect a DoS attack. The authors also compiled feature vectors
for a defined amount of time using the measurement recorded by the devices, and measured the TP rate.

Other dynamic analysis solutions for malware detection were proposed in [36, 123, 124, 37]. In [36],
the authors aimed at determining the best features selection technique with the best machine learning
algorithm. They experimented with 5 machine learning algorithms, spanning Naive Bayesian, k-nearest
neighbor, J48 decision trees, multilayer perceptron, and random forest. They utilized the chi-squared
and information gain methods to help identify the best features per the system calls they captured in
their experiments alongside different features from [125, 126, 127]. In [123], the random forest classi-
fier was applied to the data observed from 1330 malicious applications and 407 benign applications. In
[124], Naive Bayesian and SVM learning algorithms were utilized on malware and benign samples. The
techniques in [36, 123, 124] are all offline and off-device. In [37], malicious application behavior was

7http://developer.android.com/tools/help/monkeyrunner_concepts.html, accessed on November 4th, 2014
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detected online and on-the-device. For the monitored applications under execution, several metrics were
measured and submitted to different analysis units (i.e. processes). The feedback from each process was
weighted to help reduce the probabilities of false alarms. Upon discovering a malicious application, the
system would submit an alert to the user alongside a set of suitable actions to mitigate the malicious be-
havior. The authors used chi-squared, information gain, and Fisher-score methods to help select the best
features for their learning algorithms. They experimented with several learning and statistical algorithms
spanning decision trees, Naive Bayesian networks, k-means, histogram, and logistic regression.

Some other recent techniques for malware anomaly detection adopted the signature-based rather than
the behavior-based approach. In such solutions, a pre-defined set of malware behaviors are formulated
and hardwired into the solution itself. In [128], for example, the authors aimed at performing anomaly
detection for malware in mobile phones using dynamic analysis at a large scale and in real-time. They
presented Andlantis, a scalable dynamic analysis system capable of processing over 3000 Android ap-
plications per hour. Andlantis architecture comprised:

1. Kane, which is a commodity cluster for malware detection analysis constituting 520 nodes of
commodity PCs.

2. FARM, which was responsible for malware collection and aggregation. Forensic Analysis Repos-
itory for Malware (FARM) stored known-bad, known-benign, and unknown applications and re-
sults from automated analysis tools. Upon deploying Andlantis, the automated analysis tool of the
administrator choice can be utilized.

3. Andlantis agent, which was responsible for job control and scheduled where a sample will be
analyzed and examined for malicious behavior. The main criterion for selecting a node was the
availability of its resources.

4. Minigma, which is a large scale Virtual Machine (VM) management tool to control the Kane
devices.

5. Dynamic analysis or application interaction, which carried out the detection task.

The nodes that examined the applications in order to analyze their runtime behavior utilized an emu-
lator with a GUI that was controlled via an application based on the MonkeyRunner and AndroidView-
Client frameworks8. This helped perform easy and customizable UI exploration while the application
was analyzed. To evaluate the performance of their proposed system, the authors collected forensic data
and utilized 1261 malware samples. They measured the execution time and showed its decompositions
into computation time and communication time.

Another signature-based malware detection solution is presented in [129], where the authors pro-
posed the dynamic analysis tool DroidTrace. This tool is equipped with forward execution capability
(i.e. physical modification), and utilizes ptrace, a Linux system call, to monitor selected system calls.
In their solution, the authors focused on detecting dynamic loading which allows an application to load
a dynamic library into the memory while it is executing. Their forward execution capability helps trig-
ger automatically almost all the dynamic loading behaviors in the application. DroidTrace is online and
can operate on the device itself. In [130], DriodScope, the offline and off-device dynamic analysis tool,
was proposed to achieve malware detection via operating on top of the emulator while reconstructing
some Android OS components as well as Java-level semantics simultaneously. This tool monitors an
application while it executes and collects its native and Dalvik9 instructions traces along with API-level
activities. It also accounts for data leakage using taints, where some data items get specific labels, and

8https://github.com/dtmilano/AndroidViewClient, accessed on November 4th, 2014
9https://source.android.com/devices/tech/dalvik/, accessed on November 4th, 2014
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are monitored as they circulate within the system. When these taints get communicated out of the device,
the detection solution gets notified.
The solution proposed in [131] mixed signature-based with heuristic-based approaches for malware de-
tection in mobile devices. The authors proposed an online off-device solution called DroidRanger, where
they started with a permission-based static analysis to detect samples of malware. Then, applied a heuris-
tic technique that checked for two types of malicious behaviors: dynamic loading from untrusted web-
sites, and loading native code in unusual way.

A brief summary of the solutions depicted in this subsection is depicted in Table 2. The summary
highlights the major characteristics of these solutions. In this table, Stat./Dyn. stands for static/dynamic,
while Appr. stands for approach. ML means machine learning, Stat. means statistical, and Algo. means
algorithmic. Scal.? stands for Scalable?, and Sign./Behav. stands for Signature-based/Behavioral.

Table 2: Summary of recent anomaly detection solutions at the application level.

1st Author, Year and Ref. Stat./Dyn. on/off-device Appr. Scal.? on/off-line Sign./Behav.
Damopoulos, 2014 [114] Dynamic Mixed ML Yes Online Behavioral

Shabtai, 2014 [117] Dynamic On-device ML Yes Online Behavioral
Amos, 2013 [120] Dynamic Off-device ML Yes Online Behavioral
Ham, 2013 [35] Dynamic Off-device ML No Offline Behavioral

Wang, 2013 [121] Dynamic Off-device Stat. Yes Online Behavioral
Mas’ud, 2014 [36] Dynamic Off-device ML No Offline Behavioral
Alam, 2013 [123] Dynamic Off-device ML No Offline Behavioral
Wei, 2013 [124] Dynamic Off-device ML No Mixed Behavioral

Shabtai, 2012 [37] Dynamic Off-device ML No Online Behavioral
Yan, 2012 [130] Dynamic Off-device – No Offline Signature

Zheng, 2014 [129] Dynamic On-device – Yes Online Signature
Zhou, 2012 [131] Dynamic Off-device Algo. No Online Mixed
Arp, 2014 [105] Static On-device ML Yes Online Behavioral

Liang, 2014 [109] Static Off-device ML No Offline Behavioral
Cen, 2014 [34] Static Off-device Stat. No Offline Behavioral

Glodek, 2013 [111] Static Off-device ML No Offline Behavioral
Yerima, 2013 [112] Static Off-device ML No Offline Behavioral

Sahs, 2012 [113] Static Off-device ML No Offline Behavioral

4 Summary of subtleties

In this section, we highlight the major subtleties and drawbacks in the various anomaly detection so-
lutions we investigated. Emphasizing these issues should help in designing better anomaly detection
solutions in the future.

• Several anomaly detection techniques assume that the vast majority of network traffic is normal,
and that anomalous traffic is much less frequent. However, this assumption does not always hold,
on the contrary, under some network-wide failures and/or attacks the opposite is true.
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• Several anomaly detection solutions assume that the initial measurements recorded by a given node
are normal and based on that, the solution decides whether or not some other node is anomalous.
But, it is not guaranteed that a node’s initial measurements are normal by default.

• Several distributed anomaly detection solutions assume that the results and/or measurements com-
municated by a given node in the network are genuine, regardless of being normal or anomalous.
However, a malicious node can, for instance, choose to deliberately send falsified measurements
other than the ones it actually calculated. For example, it may choose to report normal measure-
ments to confuse the anomaly detector.

• Several distributed anomaly detection solutions fail to address the problem of messages being
compromised during transmission. Compromising messages would typically confuse the anomaly
detector as well.

• The anomaly detection solutions that deployed a centralized fusion center to collect node measure-
ments and identify anomalies nodes accordingly overlook the case when the fusion center itself is
anomalous and/or when it fails. So, such solutions comprise a single-point of failure condition.

• In some anomaly detection solutions, a node needs to identify whether or not its own traffic is
normal. However, it is impractical to assume than even a normal node can always distinguish
normal from anomalous traffic.

• The feature selection method in many anomaly detection solutions is either not automated, or is
based on a given dataset. However, developing automatic feature selection that would perform as
desired regardless of the dataset is to be realized yet.

• Some machine learning solutions require considerable amounts of training time which renders
them impractical.

• Several solutions oriented to sensor and smartphone networks lack thorough experimentation to
support their claims on saving the devices’ resources and energy.

• In many solutions, datasets of normal and/or anomalous instances are synthesized in order to assess
the performance of the solutions. However, this is not always sound due to the following reasons:

– Datasets are artificially generated according to some pre-defined models which are not nec-
essarily realistic, and would affect the soundness of the results.

– Datasets are compiled by mixing instances from different sources, which generates another
kind of unrealistic datasets that would also affect the soundness of the results.

– In some cases, anomalous traffic was injected into normal traffic within a dataset at some pre-
defined intervals. Again, this results in an artificial dataset which could produce misleading
detection results.

– Some of the realistic datasets are obsolete, and do not necessarily reflect the nature of anoma-
lies that currently exist in computer networks.

• In the solutions that utilize the concept of clusters, the number of clusters is manually picked and
mostly depends on the fact that the experiments address a pre-defined set of anomalous behaviors.
This would limit the practicality of such solutions, as in reality determining the number of anoma-
lous behavior classes is rather infeasible; furthermore, predefining the set of anomalous behaviors
may lead to the inability to detect completely new anomalies in a way that is similar to the problem
observed in signature-based detectors.
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• Some solutions assume that there exists one class of anomalous behavior to be detected. However,
practically, more than one anomalous class exist, not to mention unseen classes of normal behavior.

• Some solutions claim being timeless and responsive, but few provide solid experimentation results
to support their claims.

• Most of anomaly detection solutions address point anomalies, and very few of them address con-
textual or collective anomalies.

• Several solutions fail to address network dynamics, especially in sensor and smartphone networks,
where nodes may join and leave the network freely.

• Several detection solutions can identify certain classes of anomalous behavior, but cannot track it
and locate the node(s) that exhibited that behavior which is rather crucial for the practicality of
these solutions.

5 Conclusions

In this review, we discussed the state-of-the-art solutions of the anomaly detection problem in computer
networks. We identified two levels for handling this problem; the network level and the application level.
The network-level detection, on one hand, analyzes the headers and/or the payloads of the messages
exchanged in the network, while application-level detection analyzes the application specification and/or
examines its behavior during runtime.
Tackling anomaly detection in computer networks has been handled using several techniques belong-
ing to different disciplines. One approach to solve anomaly detection is using either parametrized or
non-parametrized statistical techniques to model the network and/or devices behavior and measure the
deviation of anomalous behaviors from normal ones. Alternatively, machine learning techniques can be
used to learn the normal and/or abnormal behaviors, and then try to classify or cluster unseen behaviors
accordingly. In addition, information theoretic as well as spectral techniques provide different perspec-
tives to help measure how an anomalous behavior differs from normal behaviors. Streaming techniques
can be also used in the context of anomaly detection, where instead of sampling behavior information
at regular intervals, the whole behavior information gets summarized into sketches to allow detecting
anomalous behaviors.

Generally speaking, future anomaly detection solutions need to efficiently and effectively handle
the shortcomings that many current solutions suffer from. For example, albeit achieving high detection
rates, several anomaly detection solutions suffer from relatively high false positive rates which renders
them impractical. Additionally, the majority of recent anomaly detection solutions utilize machine learn-
ing techniques, although such techniques merely identify correlations rather than causation. Thus, such
detection solutions would provide little insights when the mitigation and/or justification of the anoma-
lous behavior is sought. Also, as noticed in the studies depicted in this review, most anomaly detection
solutions are intended for point anomalies, and fewer solutions are either contextual or collective. How-
ever, effective anomaly detection would naturally go beyond point anomalies to tackle anomalies within
contexts and collectively anomalous behaviors. Moreover, many anomaly detection solutions overlook
issues pertaining to the dynamics of the networks they investigate, especially for wireless and mobile
networks, while others assume that anomalous behaviors or even normal behaviors do follow specific
models that are known a priori.
Additionally, many anomaly detection solutions for mobile networks lack a rigorous assessment of the
amounts of energy they consume either for local devices’ computation, or for communicating devices’
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statistical information over the network. An additional vital drawback in many anomaly detection solu-
tions is that, although they assume networks and/or malware attacks are the reason behind the anomalous
behaviors, such solutions do not try to secure the communication paths over which detection information
is being exchanged. Also, they do not address the situations in which nodes themselves could be sending
forged messages to mislead the anomaly detection solution.
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