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Abstract

Cloud database services become very appealing solutions. They offer performance and storage capabilities that client platforms do not have. However, in order to protect the users’ confidentiality and to ensure the integrity of their computations, solutions often use one of three approaches: a) Encrypting the data prior to uploading it with some symmetric encryption; b) Using a Trusted Execution Environments (TEE) such as OS containers, Virtual Machines or Intel’s Software Guard Extension (SGX); c) using Homomorphic Encryption (HE) schemes. A newer approach, which we call the “combined model” uses a TEE to guarantee the integrity and correctness of the database code and data, while the data itself is encrypted with some HE scheme. In this paper, we explain the combined model and we show how to use it in the context of modern Multi Party Computations (MPC) schemes. In addition, we demonstrate how to construct a voting system that leverages its capabilities.
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1 Introduction

Cloud database services become an appealing solution for handling large amounts of data and computations on behalf of their users. Obviously, a solution to the privacy concerns is required before uploading private data to a remote (untrusted) server. Different types of adversaries are considered: a) attackers from outside the server’s Trusted Computing Base (TCB) who can potentially exploit some vulnerabilities in the OS or even in the hypervisor; b) attackers from within the server’s TCB, typically having administrator privileges, who can potentially access or modify users’ data. Under this model, an insider adversary can craft some manipulations on the computations done on the user’s data, and cause incorrect results to be returned.

Isolation solutions that are based on secure software can address some threats from attackers from outside the cloud TCB (e.g., OS, hypervisors, BIOS loaders). Examples include [1, 2, 3, 4, 5, 6, 7, 8]. Solutions based on secure hardware are [9, 10, 11], and [12] (TrustedDB), have also been demonstrated. Other systems [13, 4] allow users to verify computation results, but do not protect code and data confidentiality.

A different approach was taken in [14], where privacy is achieved by leveraging the power of HE [15], and multiparty computations. In general, there are two types of HE: a) Fully Homomorphic Encryption (FHE) which allows to perform general-purpose computations over encrypted data. Currently known schemes are too inefficient to be considered practical; b) Partially Homomorphic Encryption (PHE) which is restricted to supports only one type of operation (e.g., addition or multiplication). These can be practical from the performance viewpoint.
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An example for a usage where supporting only addition operation suffices, is a rating system where the participants’ votes are encrypted with a PHE that supports addition, and uploaded to a database. The ratings can be subsequently determined from the database, without exposing the individual votes to observers who can view it. CryptDB [16], is an example for an SQL database that uses PHE (Paillier cryptosystem) for performing queries of the type “SELECT SUM ...” and “UPDATE X=X+1 ...”. One of the case studies in [16] is HotCRP, a popular conference review application. MrCrypt [17] is a client side static analysis tool that analyzes user data, before a database exists and identifies what type of PHE scheme should be use and where. Both, CryptDB and MrCrypt protect data confidentiality, but do not guarantee code and data integrity.

Some recent database implementations combine HE and isolation solutions. Monomi [18] allows the untrusted server to handle non-sensitive data, which was encrypted with some HE while the computations over this data are left for the client. Cipherbase [19] takes the same approach of using HE (when possible) on an untrusted servers, but uses a TEE for computations over sensitive data. These solutions protect data confidentiality, but do not guarantee code and data integrity.

VC3 [20], M2R [21] and [22], offer a distributed MapReduce cloud system solution (a framework for processing problems across large datasets, using a large number of computers). It keeps the code and data confidential while providing code and data integrity, by leveraging the capabilities of SGX.

While various solutions handle data privacy, it seems that guaranteeing code and data integrity requires the user to add a third party component to its TCB. For example, solutions that rely on Trusted Platform Module (TPM) devices or secure CPUs (e.g., TrustedDB and Cipherbase) require the users to trust the hardware manufacturer. The VC3 and M2R implementations that use SGX require the users to trust Intel (currently, it is the only attestation service for SGX).

In [23], we introduced a new combined model that decouples the properties for trust and for privacy. This model uses a TEE (e.g., Intel SGX) to secure the code and data integrity, and a PHE scheme (e.g., Paillier cryptosystem) for encrypting the data. In this way, an adversary that tries to exploit the malleability of PHE is blocked by the TEE. At the same time, the PHE guarantees the data confidentiality independently of the trustworthiness of the TEE.

To show that this model has practical performance, we constructed a demonstration that uses SGX as the TEE and Paillier cryptosystem as the HE. The results indicate that the performance costs of such combined solution are sufficiently reasonable to make it practical. In addition, this paper extends the previous examples by explaining how this model can be used in the context of modern MPC schemes, furthermore, we demonstrate how to construct a voting system that leverages the capabilities of the combined model.

The paper is organized as follows. Section 2 briefly describes Paillier PHE and Intel’s SGX. We describe our combined model in Section 3 and present the implementation and some performance measurements, in Section 4. Section 5 describes some modern usages of our model and Section 7 concludes the paper.

2 Preliminaries and notation

2.1 Paillier cryptosystem

Paillier cryptosystem [24] is a PHE scheme that supports addition. Let \( n = pq \) be a modulus with two equal size prime factors \( p \) and \( q \), and let \( k \in \mathbb{Z} \) and \( m_1, m_2 \in \mathbb{Z}_n^* \). Then,

\[
\text{DEC}(\text{ENC}(m_1) \cdot \text{ENC}(m_2) \pmod{n^2}) = m_1 + m_2 \pmod{n} \quad (1)
\]

\[
\text{DEC}(\text{ENC}(m_1)^k \pmod{n^2}) = m_1 \cdot k \pmod{n} \quad (2)
\]
This property can be expressed as follows: given only the public key and the encryptions $\text{ENC}(m_1)$, $\text{ENC}(m_2)$ of the messages $m_1$, $m_2$, respectively, it is possible to compute $\text{ENC}(m_1 + m_2)$. It is also possible to compute $\text{ENC}(k \cdot m_1)$, for some constant $k$. For completeness, we briefly describe the Paillier cryptosystem.

**Key generation:** denote the Euler totient function by $\phi(n) = (p - 1)(q - 1)$ and the Charmichael function by $\lambda(n) = \text{lcm}(p - 1, q - 1)$, verify that $\gcd(n, \phi(n)) = 1$ else choose a different modulus. Choose an integer $g \in \mathbb{Z}_n^*$ uniformly at random, such that $n$ divides the order of $g$ in $\mathbb{Z}_n^*$. Verify this condition with $\mu = \left[ L \left( g^{\lambda(n)} \pmod{n^2} \right) \right]^{-1} \pmod{n}$, where $L(\mu) = (\mu - 1) \div n$. Set the Paillier public (encryption) key to $(n, g)$, and the private (decryption) key to $(\lambda(n), \mu)$. If $g = n + 1$, then $\lambda(n) = \phi(n)$, and $\mu = \phi(n)^{-1} \pmod{n}$, and the key generation is simplified.

**Encryption:** to encrypt a message $m \in \mathbb{Z}_n$, select a random value $r \in \mathbb{Z}_n^*$, and compute the ciphertext $\text{ENC}(m) = c = g^m \cdot r^n \pmod{n^2}$.

**Decryption:** to decrypt the ciphertext $c \in \mathbb{Z}_n^*$ computed $\text{DEC}(c) = m = L(c^{\lambda(n)} \pmod{n^2}) \cdot \mu \pmod{n}$.

A typical implementation of Paillier encryption, which is considered secure, uses 1024-bit primes, and therefore a 4096-bit modulus ($n^2$).

### 2.2 SGX

Intel’s [SGX][25][26][27][28][29] is a [TEE] that protects an implementation from software threats at any privilege level (BIOS, OS, Hypervisor, and user level applications). Moreover, SGX assumes that the system memory is outside its [TCE] all the memory reads and writes are encrypted, and integrity and replay protected, using a dedicate hardware unit. We describe SGX briefly.

The basic primitive of SGX is called an “enclave”. It is a “container” holding some code, data, and metadata, which realizes some (software) functionality. When shipped, the content of the enclave is in the clear, and can therefore be audited publicly. SGX technology can instantiate an enclave by loading it securely, verifying its cryptographic identity, and locking it in a protected memory region. It also guarantees the isolation of the enclave, during run-time, from any other software on the system (including other enclaves), at any privilege level.

A user audits some piece of code (enclave) and determines that it is crafted to execute what he desires. Then, in order to trust an instance of that enclave that runs on a remote platform (and hand it secret information), the user carries out the following protocol. He first communicates with the enclave, still without trusting it. Both parties run a key exchange protocol (e.g., a Diffie-Hellman key exchange), and agree on a shared secret key $K_{\text{shared}}$. Next, the user needs to verify the authenticity of the enclave instance, and that its running environment is a legitimate SGX platform. To this end, he challenges the enclave to prove its trustworthiness, using a “Remote Attestation” protocol that is supported by SGX and some trusted attestation servers (currently, only Intel has and maintains such a server, but this will change in future versions of SGX). The enclave dispatches the SGX instruction EREPORT that generates an authenticated “REPORT”. This REPORT is some data structure with information that uniquely identifies the enclave. It also includes a 64 bytes field for arbitrary user data (defined below) that the enclave provides as part of the input to the EREPORT instruction. To complete the attestation, the server application uses two dedicated enclaves (currently provided and signed by Intel) that have special capabilities and purposes, as follows.
The Provisioning Enclave (PE). It generates a private signing key $K_{\text{priv\_sign}}$ in a special way that enables some external service (currently provided via an Intel server) to sign the matching public key $K_{\text{pub\_sign}}$, and return a signed certificate. This procedure is called "platform provisioning". Using $K_{\text{priv\_sign}}$ together with the certificate (on $K_{\text{pub\_sign}}$), the platform can subsequently prove its cryptographic identity to an external entity. The proof is facilitated by the Quoting Enclave (QE). For privacy reasons, the signing key is generated by the PE and is not embedded in the processor hardware.

The Quoting Enclave (QE). It is the only entity that can access and use $K_{\text{priv\_sign}}$, to sign a "REPORT" of any other enclave that runs on the same platform. The enclave fills the reserved bytes with a hash of $K_{\text{shared}}$, generates the authenticated REPORT. It sends it to the QE that verifies it and signs it (only if it is valid). Finally, the signed REPORT is sent by the enclave application to the user, who can establish trust in the (signed) REPORT by contacting Intel Attestation Server (IAS) (that can verify the signature) and validating the hash of $K_{\text{shared}}$. This verification chain proves to the user that the enclave instance that runs on the remote platform is indeed the vetted software, and that it is running under the SGX supervision.

3 Combined Trusted Model

HE schemes are considered malleable, in the following sense: by applying the homomorphic operation, an adversary can modify a ciphertext in a way that it would still decrypt into a valid plaintext. To illustrate the problem, we provide a simplified (fictional) example. A company Comp uses cloud service CloudDB to store a database that consists a table:

\[
\text{Salaries}(ID, \text{department}, E_{K_{\text{PHE}}}(\text{salary}))
\]

The table stores employee ID’s, and their respective department, as plaintext, while their respective (confidential) salary is encrypted with the Paillier scheme. CloudDB can carry out computations on the database, using the public modulus $n$ on behalf of Comp. An employee at CloudDB (with the right privileges) can modify any row in that table, say $R = (id, dep, c)$. An arbitrary change in $c$ will most likely decrypt into an illegitimate plaintext. However, by squaring $c' = c^2 \pmod{n^2}$ and replacing $R$ by $R' = (id, dep, c')$, it is possible to double the salary of employee $id$.

This type of threat is not mitigated by adding authentication tags to the database on the remote platform. Only the user who owns the authentication key can generate new authentication tags. Thus, the untrusted server will not be able to execute modification queries (e.g., UPDATE, INSERT, DELETE) and complex math queries (such as SUM or AVERAGE) while keeping the data authenticated. In order to solve this problem, the user should hand the authentication key to the server, and for that, he must trust it. It follows that every solution that involve HE on cloud servers, should include also a TEE or a Trusted Proxy (TP) as defined in [30].

We now address a different threat. The CEO of Comp wishes to check the total costs of the different departments, and queries the server for the total salaries of the members in each department. The summation is computed on the cloud, using the HE properties. An attacker on the remote server environment can change the encrypted results $E_{K_{\text{PHE}}}(\text{dep\_sum})$ that the CEO would see. For example, by first reading a random row $R = (id, dep, c)$, where $c = E_{K_{\text{PHE}}}(s)$ is the encryption of a valid salary $s$, and then, manipulate the code (or the network traffic) to modify the summation result into $E_{K_{\text{PHE}}}(\text{dep\_sum} + k \cdot s) = c^k \cdot E_{K_{\text{PHE}}}(\text{dep\_sum}) \pmod{n^2}$ which is higher than the real total value. Note that the CEO cannot validate the correctness of the result, which would be valid and also pass integrity checks.
The malleability problem of HE can be mitigated by using a TEE. However, solutions that use a TEE currently rely totally on that TEE for both integrity and confidentiality. Here, we suggest a new combined model that leverages the capabilities of both TEE and PHE. In this model, the TEE guarantees the code and data integrity, and privacy is protected by PHE. This approach decouples the integrity from the confidentiality. Although this seems like a very slow solution, we show later that the resulting performance is still reasonable. We chose here a specific combination of a TEE and PHE, namely SGX and Paillier encryption.

Our goal was to choose a TEE with the smallest possible user’s TCB and to this end, SGX is a suitable candidate. It includes only Intel in the user’s TCB but excludes the OS, hypervisor, BIOS, and physical devices. Note that Intel has recently announced that SGX will be available for server platforms and not only for the client platforms as it is currently. Our combined model considers four entities:

1. A user, who is the owner of the confidential data.
2. An application (an enclave in our case) that the user can audit and vet. Then, the user can trust the enclave if it is securely loaded on the remote platform, and the user receives an attestation to that fact (see Section 2.2).
3. An untrusted application (uApp) whose role is only to launch the enclave, and connect it to the server’s OS.
4. A database that holds confidential information.

Figure 1: Adding data to a cloud DB. The user establishes a secure channel with the enclave, where both parties agree on the common network key (blue). Subsequently, the user encrypts his data with some PHE (yellow key), and re-encrypts it with the network key. The enclave decrypts the received messages, using the network encryption key, re-encrypts it (purple key) and stores the data in the DB.

Figures 1 and 2 illustrate the flows of uploading data and querying it from a cloud database. The flows use the untrusted application uApp, only to launch the (already vetted) enclave that exchanges
a network key ($K_{\text{network}}$). Note that the user does not need to trust uApp to handle his data, or even to correctly pass it to the trusted enclave (a demonstration of a Transport Layer Security (TLS) protocol that runs from an enclave is shown in [32]). Finally, the user follows the Remote Attestation protocol (Section 2.2) to determine the trustworthiness of the specific enclave instantiation.

Uploading data. The user encrypts the data with a PHE scheme, obtaining the ciphertext $c = E_{K_{\text{PHE}}}(\text{data})$. He encrypts it to $c' = E_{K_{\text{network}}}(c)$, and sends over the network. Only the enclave (but not uApp) can decrypt $c'$ into $c$. At this point, the enclave needs to store the data (which encrypted with PHE) in the database. It re-encrypts it (or at least adds an authentication tag), in order to address the malleability of the PHE ciphertext.

Summation queries. The procedure to request a summation query to the DB is explained in Figure 2.

![Figure 2: A summation query to the DB. The user and the enclave establish a secure channel (blue key). The user submits a query request to the enclave. The enclave reads from the DB, and authenticates this data. It then performs the required calculations by means of homomorphic operations (on the PHE encrypted entries). The result is re-encrypted the results with the network key, and sent back. The user can decrypt with the network key and the homomorphic private key, to obtain the result.]

4 Demonstration and results

The combined model uses both a TEE and a PHE, and this affects the performance. To estimate the cost, we implemented three different models that use SGX as the TEE and/or Paillier cryptosystem as the PHE, as follows.

- A PHE model. The user encrypts the data with Paillier encryption, prior to uploading it to the server. The server does not use a TEE.
- An SGX model. The server uses SGX for isolation and for code integrity. The user uploads his data to an SGX enclave, using a secure/confidential channel.
• The combined model. The user encrypts the data with Paillier encryption prior to uploading it to
the server. The server uses SGX to ensure isolation and code integrity.

The experiment. We simulated two different users. They operate similarly, except that one uses homo-
morphic encryption, and the other does not. We also developed a simulation of three types of servers, as
described above. To simplify our demonstration, we skipped the TLS implementation inside the enclave
(as done in [32]), which would provide the enclave with a network key and after attestation, a database
key. We simply embedded these two keys in the user and the enclave simulators. Data authentication with
the database key uses the sgx_rijndael128_cmac_msg API of the SGX SDK [33].
The database was a file that holds a table with the information (no compression or optimization was used). A CMAC tag
was appended to each row of the table, to protect it from unauthorized modification. Furthermore, to
protect the whole database from an attacker who deletes or injects (e.g., duplicates) rows, we added
an index table and stored it in the enclave. Since SGX has limits on the overall size of an enclave, we
used an appropriately sized index table (a larger index table could be stored outside the enclave, but with
additional complication). We used a database with 1000 IDs. By the SGX architectural definitions, an
enclave cannot read an external file, and it must use an external API of an assisting application (uApp).
When a desired row is fetched, the enclave verifies its ID and the validity of the authentication tag.

We designed our demonstration to support summation queries of the form

\[
\text{SELECT SUM(salary) FROM Salaries}
\]

\[
\text{WHERE id BETWEEN low AND high}
\]

Paillier encryption allows such queries to be carried out on the ciphertext (this property can be easily
extended to support queries that request an average or a standard deviation). We also leveraged the
method of [34], where the ciphertext that is stored on the server is already converted to a Montgomery
friendly format. To query the database, the user provides a range \([low, high]\) of IDs, and the server
accumulates the entries in this range (the code can skip IDs in the specified range, which do not exist in
the database).

We note that Paillier ciphertext has twice the size of the corresponding plaintext. This is different
from symmetric encryption where the ciphertext and the plaintext have the same size. To properly scale
the comparison, we set the same plaintext size in all three models. Specifically, each row of the tale was
represented by a vector of 64-bit integers, stored in a 2048-bit container.

In our experiments, we queried the database with different ID ranges, starting from \(low = 0\) up to
\(high \in (0, 1000]\), incremented in steps of 25. We used an Intel® desktop of the 7th Intel® Core™ Generation
(Micro-architecture Codename “Kaby Lake”), where the Intel® Turbo Boost Technology was turned
off (i.e., the frequency was fixed). The Intel® Hyper-Threading Technology, and the Enhanced Intel
Speedstep® Technology were disabled. The operating system was Ubuntu 64 bits. Each measurement
was run 100 times (warm-up), followed by 50 iterations that were clocked (using the RDTSC instruc-
tion) and averaged. To minimize the effect of background tasks running on the system, we repeated each
measurement and record the average result.

Figure 4 shows the querying performance, measured in millions of processor cycles. As seen, it
grows linearly with the number of summed entries. The SGX model and the PHE model have roughly
the same performance. The combined model is (only) 1.7x slower.

5 Multi Party Homomorphic Encryption (MPHE)

This section presents additional use cases that can benefit from our combined approach. These are
cryptosystems that use PHE in a secure MPC setting. An MPC scheme involves \(n\) parties \(p_i, i = 1, \ldots, n,\)
each one holds a private input $x_i$, and they wish to compute a given function $y = f(x_1, \ldots, x_n)$. An MPC protocol is considered secure if it ends with exposing $y$, nothing more than $y$, and only to the honest parties. In addition, no subset of the parties can collude to obtain the value of $y$, without agreement of the majority of the participants. The problem was initially studied by Yao [35, 36] for the case of two honest-but-curious parties, who follow the protocol but try to get some extra information from the execution flow. Later, this protocol was extended [37] to an arbitrary number of malicious parties, who do not necessarily follow the protocol. This family of problems has received a significant amount of study.

The efficiency of an MPC protocol can be improved by combining it with some FHE scheme [15]. For example, consider the case where the protocol involves only two honest-but-curious parties $p_1, p_2$. Here, $p_1$ can encrypt $x_1$ with his secret key, and send the ciphertext to $p_2$. Subsequently, $p_2$ can use FHE to evaluate the function using his own data and the ciphertext received from $p_1$. The final results are sent back to $p_1$. This protocol reduces the communication complexity, and also benefits from the asymmetric computation (the evaluation of $y$ is done only by $p_2$). A more significant improvement is achieved when this technique is applied to a protocol with an arbitrary number of parties, where a cloud service is used for performing the (heavy) homomorphic calculations. In both cases, the computational complexity for each party depends only on the encryption/decryption complexity, and is independent of the complexity of the function’s evaluation (which is carried out on the server on the cloud provider’s side).

The examples below are based on the following two MPC variants called Threshold Fully Homomorphic Encryption (TFHE) [38] and Multi-Key Fully Homomorphic Encryption (MFHE) [39]. They deal with an arbitrary number of malicious participants. The TFHE protocol is as follow: a) The parties agree on a common public key and a secret key. Each party gets only a (secret) share of the secret key. Here, all the shares are required in order to recover the secret key; b) Each party $p_i$ uploads the encryption of $x_i$, using the public key. Subsequently, each party can evaluate $y$ (using TFHE); c) The parties collaborate...
to decrypt the result. The MFHE protocol improves the TFHE protocol by reducing the number of steps. This is done by replacing steps $a, b$ with the following step: party $p_i$ chooses (individually) public and secret keys, encrypts $x_i$ with its public key, and uploads the results. An example for MFHE based on Learning With Errors (LWE) is shown in [40].

Although FHE schemes can help in reducing the bandwidth required by an MPC protocol, they are still not very practical due to the associated computational overheads. Reduced HE schemes such as PHE support only one operation, and may therefore be less relevant in some usages. Fortunately, recent research suggests a third family of HE schemes, called Somewhat Homomorphic Encryption (SHE). These cryptosystems are the same as FHE schemes, but are limited by the number of steps they can perform (it is possible to overcome this limitation by adopting some bootstrapping techniques). An MPC protocol that uses SHE is reported in [41].

Examples 1 and 2 propose two scenarios where MPC protocol (equipped with HE) can be used. We argue that both examples can benefit, security-wise, from the combined model presented above.

**Example 1** (Modern voting systems). Electronic voting systems must protect the anonymity of the voters and their votes, assure that each voter votes at most once, and protect the integrity of the final results. A cloud based voting system can be implemented efficiently by using an MFHE protocol. Here, each voter chooses a public and a secret key, encrypts his vote and uploads it to the cloud. All votes are stored in a trusted (and auditable) database. This trustworthiness protects against elimination and duplication of votes, as described in Section 3. The HE scheme, which is used for evaluating the accumulated results, can also be used for enforcing legitimate inputs.

Note that, the protocol that is outlined in Example 1 can be similarly used for other purposes such as public auctions.

**Example 2** (An online purchasing scenario). The CEO of Comp rewards his employees with a coupon for some online purchases. Each employee is limited to a total of $T_i$ dollars, and the total budget allocated for this activity is $T$ ($\sum T_i \leq T$). The CEO wishes to monitor this activity without compromising the privacy of his employees. The MFHE protocol described above can be used as an instantiation.

### 6 A voting system protocol based on combined model

Example 1 outlines a voting system protocol, which is based on MFHE. An inherent drawback of this protocol is that the results must be decrypted by all the participants (or at least the majority of them). Here, we suggest a different protocol that is based on our combined model, and involves only PHE (e.g., Paillier). Our model has four entities: a) a voting committee ($C$); b) voting centers ($v_i$, $0 \leq i \leq |v|$ where $|v|$ denotes the number of voting centers); c) voters ($v_{ij}$, $0 \leq j \leq n_i$, where $n_i$ is the number of voters in the voting center $v_i$); d) a cloud server ($\mathcal{S}$). It includes three protocols, **Init**, **CollectVotes** and **Validate**.

**Init** The committee chooses randomly a public ($pk_i$) private ($sk_i$) key pair for each voting center $v_i$. It initializes a special device $d_i$ with $pk_i$, and hands it to $v_i$. In addition, it communicates with an SGX enclave $e^{\text{init}}$, found on $\mathcal{S}$. This enclave receives $pk_i$ from $e'$, and seals the value $acc_i = E_{pk_i}(0)$ on $\mathcal{S}$'s hard drive.

**CollectVotes** Each voter $v_{ij}$ uses the device $d_i$ to vote. Device $d_i$ triggers a different SGX enclave ($e^{\text{vote}}$), sends it the Paillier encrypted vote ($c_i = E_{pk_i}(v_{ij})$) and waits for a final confirmation to increment its internal counter $n_i$. $e^{\text{vote}}$ unseals $acc_i$, validates its authenticity, and multiplies it with $c_i$. The result, $acc_i$, is then resealed. Finally, the server send a confirmation to $d_i$.
Validate After all the votes are collected, $S$ sends $C$ the accumulated results $acc_i$, for each $v_i$ from $S$. The devices $d_i$ provide $C$ with the number of voters $n_i$ of $d_i$. Subsequently, $C$ decrypts the results, and compares the number of votes to $n_i$. If the numbers match, it approves the votes of $v_i$.

Remark 1. To enable votes accumulation, $d_i$ creates a plaintext $m$ that is formatted as a row, where each cell represents one of the choices. Thus, when voting for $x$ candidates, we have $|m| \geq x \times \max(n_i)$ ($|m|$ is the length of the message).

Remark 2. The Validate functionality can be further improved by handing $sk_i$ and $n_i$ to a third enclave ($e_{res}$) that runs on $S$. This enclave can validate the result of each voting center, accumulate them, and post them online. We note that providing the secret key to $S$ does not violate the privacy of the voters, because at this stage, the voting is already finished, and $S$ that uses a vetted enclave, is trusted to not store any intermediate results.

7 Conclusion

This paper presents a combined model for handling information on remote servers. The model leverages the capabilities of a TEE for code and data integrity, and the capabilities of PHE for data privacy. Other existing solutions choose one of these methods, or use both of them as orthogonal components: e.g., using PHE only on non-sensitive data. Our approach decouples the privacy and the integrity considerations. It allows for solving the problem of malleability of PHE by using the features of TEE. Data confidentiality is protected by (homomorphic) encryption, while the system enjoys the advantages of the homomorphic properties.

We designed an experiment that is based on SGX as the instantiation of the TEE and Paillier cryptosystem as the instantiation of the PHE. Our results compare the runtime of the combined model to: a) only SGX where integrity and privacy are bundled under the same TCB; b) only PHE where data privacy is protected, but malleability can be an attack vector. Our numbers show that the combined model is only 1.7x slower than #a and #b, and can be therefore considered a practical solution.

![Voting system based on our combined model.](image)

Figure 4: Voting system based on our combined model.
Finally, we reported on several other examples such as MPC and voting systems, where HE is used, and therefore our combined model can enhance their overall security. Our future research directions include performance comparison of different implementations of the combined model, by using different types of TEE or PHE solutions. We plan to explore various software/hardware optimizations that can accelerate cryptographic protocols, such as, for example, auctions.
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